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Preface

The behavioral sciences have tackled no less a problem than to come to a
rational and scientific understanding of life. While the physicist continues to
unearth new subatomic particles and to work out the subtle details of the inner
workings of the atom, and the biologist, just having cracked the genetic code,
labors on filling in the details of biochemical pathways, the psychologist takes
on the most basic question of all: “What is the nature of man?”” With knowl-
edge accumulating at an incredible rate in the physical and biological sciences,
the student of behavior is faced with the question of how all of this relates to
conscious experience. Progress in understanding these issues has been dramatic.
Yet, even though thousands upon thousands of men and women have contributed
a wide variety of fascinating and intriguing observations on the problem, many
of the fundamentals of behavioral science remain elusively mysterious.

The objective of this book is to center the study of psychology around issues
that cut through the artificial barriers commonly established in the study of
behavior. It is an organic view, one that builds upon what is known about the
physical aspects of the nervous system and then proceeds to integrate the
dynamic aspects of biological function with many of the psychological findings
and theories about the development and overall maintenance of behavioral
patterns. The challenge in tackling the problem in this way has been great,
but then again, of course, so is the need. Perspective must be sought in the study
of behavior. The subject demands that we understand how the different factors
interrelate. We must realize that we live and work in a gloriously complex uni-
verse, and must assume from the start that the study of behavior will be no less
complex than the world in which we live.

ZV



XV Preface

The nature-nurture theme appears throughout the book. At almost every
level in the study of behavior we are faced with the problem of determining the
extent to which behavior is influenced by environmental and genetic factors.
Most often, of course, behavior is the result of an interaction between the two.
It is a vastly important question because if we are to understand the determi-
nants of behavior we must know which realm to investigate.

In writing an introductory book one discovers just how complex the sci-
ence of psychology has become. When I undertook this enterprise, I thought
I would write every word of the book, and indeed the book as it now appears
was conceived as a whole with its special approach of trying to integrate struc-
ture with function, nature with nurture. It soon became clear, however, that
with today’s information explosion in the behavioral sciences, one must call
upon specialists for advice and help. I was fortunate in obtaining the assistance
of a number of extremely talented people whose enthusiasm for their topics was
contagious. In being served by this group, the reader benefits because these peo-
ple have specific, up-to-date knowledge in particular psychological disciplines.

I would like to thank the following people for writing several chapters.
Their help has been essential.

Ethology: Stuart Dimond Animal Learning: James Terhune
Cardiff University, England Stanford University, California

Language and Self-Control: Ann Premack Information Processing: Geoffrey Loftus

Santa Barbara, California University of Washington, Washington
Cognitive Development: Richard Sanders

Columbia University, New York Motivation: Edgar E. Coons

L. New York University, New York
Statistics and Measurement: Arthur Sandusky

University of California, Santa Barbara, Personality: Andrea Velletri Glass

New York University, New York

California

Experimental Design: John Seamon Social Psychology: Judith Rodin
Wesleyan University, Connecticut Yale University, Connecticut
Perception: Lloyd Kaufmann Social Problems: Sheldon Cohen
New, York University, New York New York University, New York

These contributions—plus those of many reviewers, graduate students, and
others—had to be integrated into a coherent book. As a result, there have fre-
quently been numerous changes during the many stages of revision. Thus, I
must take full responsibility for any existing errors.

In addition, I would like to extend my profound thanks to Robert Filbey,
the book’s illustrator. From his fascinating three-dimensional brain model at
the end of the book to his illustrations depicting psychological problems, Filbey
has given his every talent to the task of improving the art of communication.

I would also like to thank the many reviewers, including Colin Blakemore,
Charles Harris, and Leo Goldberger for their helpful suggestions during revi-
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sion. I will be forever grateful to Leon Festinger, the overall editorial consultant
of the book. He brought to bear on his task an extraordinarily profound under-
standing of the problems of behavior, and was exceedingly generous in his aid.
It was an exhilarating experience for me to work closely with him.

I have taken the liberty to reserve my own views and prejudices on the
subject of psychology for the last chapter wherein I review much of my own
research. The objective here is to outline for the student the organization of a
general laboratory research program and to inform the reader that the variety of
prejudices one has in research has, as much as is humanly possible, been chan-
neled in this book into the last chapter.

Michael S. Gazzaniga
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1

Physical Aspects
of Behavior: Basic
Neurology

On the night of August 2, 1958, Vernon Atchley went to the home of his
wife, from whom he was separated, and shot her dead. He claimed she was
behaving promiscuously.

Atchley was a borderline mental defective, with an 1.Q. of only 60, and
he could neither read nor write. However, he had an unusual talent for busi-
ness for he was the owner of a used car lot, a number of rental properties,
an 80-acre ranch, and a tavern, all in, or near, the prospering northern Cali-
fornia town of Oroville. Nonetheless, his marriage had been a total failure.
Both Atchley and his wife were alcoholics and they fought constantly. Their
tavern companions grew weary of hearing them threatening to kill each other.

Atchley, then 44, was convicted of first-degree murder in Butte County Su-
perior Court, the same county that had sentenced his brother to life imprison-
ment for another killing. Atchley was sentenced to die in the gas chamber
on March 25, 1960, but was given a reprieve because the State Legislature
was then considering the abolition of capital punishment. Subsequently, the
Legislature chose not to outlaw the death penalty, and Atchley’s date of execu-
tion was reset for August 23, 1961.

When Atchley’s case was automatically reviewed by the State clemency
secretary, it was noticed that a report from the San Quentin psychologist
had indicated that Atchley had suffered a head injury in 1956, which had
left him unconscious for the whole day. Since then Atchley had had “recurring

3
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nightmares and headaches and could not sleep.” The psychologist concluded,
however, that Atchley’s responses to certain tests gave no conclusive evidence
of organic brain damage. This was also the opinion of the neuropsychiatric
committee that had examined the condemned man.

However, the clemency secretary observed that Atchley had never been
given an electroencephalogram, an electrical measurement of the brain waves
that might confirm the psychologist’s findings. He was finally given such a
test in San Quentin just five days before he was to die and the results were
startling. “Diagnosis: abnormal brain wave with bilateral slowing, spikes in-
dicative of unseen and traumatic central nervous system residual.” These brain
waves tend to be present in people who have suffered from serious brain dam-
age and who have a residual of increased sensitivity, emotional lability, and
irritability. They are somewhat less able to control emotional situations and
impulses. Because of this new evidence, the Atchley case fell under the Durham
rule of the Federal Court, which declares that, if a criminal act is a product
of a mental deficiency or disease, the act is not punishable. Atchley’s sentence
was commuted to life imprisonment.

Who is to blame for Vernon Achley’s plight? Is society? Is his mother?
His father? Or was he born with a genetically determined predisposition for
violence? Or was it the residual of his head injury? This is the kind of general
problem that continually faces the psychologist. How much of any piece of
behavior is the product of the social or physical environment changing the
natural tendencies of the organism? Or how much of our behavior is inborn?
There is no more fundamental point in psychology; the question arises in
every aspect of the study of behavior, from the mating behavior of bees to
personality development.

The aim of this book is the study of behavior. Before one can proceed,
however, we must understand something about the fundamental nature of
the controlling organ of behavior—the brain. We must know what it is capable
of, what normal development is, and how much of it is physically and geneti-
cally determined. Then we can approach one of the most crucial problems
in psychology, namely, how and to what extent can the environment modify
the predetermined capacities of an organism?

It may come as a surprise that these are proper questions for the psycholo-
gist. But it is so. Whether he studies behavior from a genetic, developmental,
physiological, or experimental basis, the psychologist is continually trying to
understand the basic issues raised in the heredity versus environment issue.
Separating the causes and distinguishing data from inference is the job of
the psychologist.

In this section of the book, our aim is to clearly establish many of the
basic, locked-in physical and psychological characteristics of the organism.
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Surprisingly, until recently, few psychologists have thought it important to
consider the basic properties of the nervous system. It was long part of the
American psychological dream that all brains are created equal. The idea
has not held up, however, and the following discussions look at the evidence
for and against equality in nervous systems. Generally, our aim is to outline
the kinds of existing data that indicate what nervous systems can and cannot
do. Only by understanding the physiological and psychological limits of the
system can we gain insight into the nature of brain and mind.

NEUROLOGICAL ORGANIZATION OF CENTRAL NERVOUS SYSTEM

The Neuron

The basic unit or building block for the entire nervous system is a slimy,
extraordinarily thin, long, and magnificently mysterious piece of protoplasm
called the neuron (Figure 1-1). Its basic components are the dendrites, which
receive information in a bioelectric form from other neurons. The information
received at the dendrites is fed into a large cell body. This electrical informa-
tion produces an action potential, which amounts to one unit of electrical infor-
mation and which is subsequently propagated down a long cylindrical structure
called the axon. The neuron can be microscopically small or up to five feet
long, as in the sensory neurons that receive information from the leg in man.

Neurons come in a variety of shapes and sizes and consist of a grayish-
colored cell body which houses the metabolic machinery and sustains the cell
through all of its electrical activities. The complex chemical reactions occurring
in the cell body that keep the neuron alive and functioning are understandable
on their own terms, yet it remains quite mysterious how these metabolic activi-
ties support the electrical activity of the neuron.

The neuron is surrounded by a membrane that is semipermeable to a
variety of chemicals. In the normal resting state, an active process is going
on in the neuron that maintains a critical imbalance between certain of the
chemical ions in and around the neuron. This imbalance produces an electrical
charge across the neuronal membrane. When a nerve impulse occurs, there
is a progressive change in electrical properties of the neuronal membrane,
which results in the conduction of the nerve impulse down the axon. The
energy involved in producing a nerve impulse is provided by the neuron itself.
The input merely serves to trigger the neuron, which means that once fired
the amplitude of the electrical impulse is constant as is the speed of conduction
down most of the length of the neuron.
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Cell body Node End branches

|/ t Axon

Dendrites

@

(B)

FIGURE 1-1 (a) The basic features of a neuron. (b) The propagation of the
electrical impulse from the cell body to the axon terminal.
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Another feature of neurons is that, after one has fired, there is a period
of time within which it cannot fire again. This is called the absolute refractory
period. Thus, two stimuli occurring extremely close together will probably
result in a neuron firing only once.

There are many kinds of neurons. Each of them obeys the same laws
for electrical propagation. There is, however, significant variation as to how
they receive information at their receptor sites.

Some of the specialized neurons that receive information of a specific
kind and quality are shown in Figure 1-2. For example, the olfactory neurons
enable us to distinguish different smells. The mechanism of smell is fascinating
and mysterious. In brief, odorous particles from the object being smelled must
pass into the nose and the upper and posterior portions of the nasal cavity.
There they come into contact with what is called the olfactory epithelium,
which is a thin layer of tissue with many olfactory receptors embedded within.
The odorous particle must dissolve in the solutions surrounding the epithelium.
The resulting reaction somehow fires the olfactory receptor, which is part
of the neural chain on the way into the brain. It is not at all clear how
the process occurs or what characteristics the chemical stimulus must have
in order to cause an olfactory response. Similar intriguing mechanisms are
seen in the auditory system as well as the system that informs us of touch
information on the surface of our bodies.

The Synapse

No matter what process is involved in precipitating an action potential,
a neuron, once triggered, is irrevocably committed to sending the electrical
impulse down its axon to the very tip. At that point it is either successful
in firing the next neuron in. sequence or it is not. Sir Charles Sherrington
named this anatomical point a synapse (Figure 1-3), and was largely responsi-
ble for initiating the systematic exploration of synaptic mechanisms.

There are three basic kinds of synapses: one kind is excitatory, and the
other two are inhibitory in nature. The excitatory synapse consists of an axon
lying in direct proximity to a dendrite. The actual junction is made by the
synaptic knob. Between the knob and dendrite of the receiving neuron is a
space called the synaptic cleft. At present it is thought the knob secretes chemi-
cals into the cleft, by having little tiny vesicles migrate through the knob
and squirt their contents into the cleft. The postsynaptic membrane becomes
affected by the secreted substance by lowering its threshold for triggering
an impulse. If enough excitatory impulses are received, the neuron fires result-
ing in what is called an EPSP or excitatory postsynaptic potential.
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In addition to excitatory inputs to a neuron, there are also inhibitory inputs.
These generally occur on the cell body, or soma, and are called axosomatic
synapses. Anatomically, they look almost identical to excitatory synapses and
the electrical potentials they produce. An inhibitory postsynaptic potential
(IPSP) is the mirror image of an EPSP, that is, an inhibitory potential serves
to make the internal charge of the neuron more negative, thereby decreasing
the probability that it will discharge.

With these two more or less push-pull forces acting on a neuron, it is
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FIGURE 1-3 (a) An excitatory synapse. (b) The complexity of the synaptic connections on each
‘euron is apparent by noting the number of synaptic knobs.
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a wonder to some that a series of neurons ever fires properly at all. Yet,
the mechanism of action is quite simple. Each individual neuron simply adds
up the excitatory and inhibitory influences impinging upon it. If enough excita-
tory influences are present to move the voltage to a state of depolarization of the
membrane, an action potential is generated. If there are not enough excitatory
forces, the neuron remains in its resting state.

A third kind of neural junction, seen in the central nervous system, is
the axoaxonic synapse in which the axon makes functional contacts with the
axon of another neuron. The kind of inhibitory influence exerted is called
presynaptic inhibition. It is much more complicated than the other varieties,
and it will suffice only to mention its existence.

The Organizational Principles of Nervous Tissues

Neurons are interesting and their mechanisms for action are intriguing,
but to some extent the psychologist who is mainly interested in behavior only
has to know that they work. A far more important question for the psychologist
1s “What are the laws governing neural development?” More generally, is
the nervous system a fixed network of ten billion neural connections, or is
it a loosely organized mass of tissue that is easily modified and changed in
response to the environment? This is the most fundamental question the stu-
dent of behavior can ask the student of biological systems.

In the 1920’s, the predominant view was that nervous tissue grew at
random and a diffuse unstructured equipotential network was established that
“knew nothing” and could be altered and structured only by experience. The
cry was that “function precedes form in the nervous system” and the scientific
literature was replete with data to support the assertion. For example, the
clinical condition of “crocodile tears” was reported to be eliminated by reeduca-
tion and practice. Here, following a facial injury severing peripheral nerves,
normal regeneration frequently results in neurons, which normally innervate
the salivary gland, finding their way to the tear or lacrymal gland. In such
a case, when a patient saw a nice, big, juicy piece of meat, he would cry
instead of salivating. With practice, however, it was maintained that he would
quickly inhibit his bizarre response and everything would shift back to normal.

Alternatively in cases where nerve regeneration was impeded for one reason
or another, the neurosurgeon would intervene and take a branch from the
nerves normally growing out to the neck and shoulder muscles and shove
1t into a facial muscle. Initially, the patient’s face would appear to twitch
and shrug a bit, but here again it was maintained that with practice the prob-
lem corrected itself.
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The dogma, then, was that the nervous system is not fixed in any way.
Any particular pattern of response a neuron might have could be easily modi-
fied and changed by different environmental conditions. Today, this notion
is considered totally incorrect and untenable. Yet, one can well imagine its
authority in the 1920’s when, at scientific meetings all across the country,
biologists were telling psychologists about the wishy-washy nature of the cen-
tral nervous system, and psychologists were enthralled because this went along
with the view that an organism could be made into anything. “Give me,”
said J. B. Watson, the founder of American behaviorism, ‘“any baby and I'll
make him into anything.” This apparently airtight physiological and psycho-
logical story plus wishful thinking explains why these views held up so long.

In the early 1940’s, however, evidence to the contrary emerged. R. W.
Sperry, in a stunning series of experiments, firmly established the dogma of
neuronal specificity. He showed that each neuron in the central nervous
system has its own chemical identity and is genetically predestined to hook
up to a particular point in the brain. In short, a biochemical code is embedded
in each individual neuron, which must, by virtue of this code, grow to a
particular place.

This idea dramatically opposed the prevalent view of nonspecificity in
random growth processes. But over a twenty-year period, with experiment
after experiment confirming and elaborating his results, most scientists came
to favor Sperry’s position.

Some of the evidence for neurospecificity comes from fish (Figure 1-4).
In higher organisms, however, this kind of recovery from injury is not possible.
Consequently, the kind of evidence accumulated here on the question of neural
wiring is of an opposite kind. It demonstrates how once the system is set
it cannot be changed. In the rat, for example, the sensory nerve enervating
the left leg can be surgically disconnected and stuck into the right leg. After
recovery, stimulation of the right leg results in the left leg withdrawing! If
reeducation and neural plasticity were possible, the rat would learn to with-
draw the right leg, but it never does. This is because the wiring for this kind
of behavior is fixed, and, no matter what kind of reeducation or how intense
the environmental stimulus, the nervous system is never able to adapt to the
change. The implications of neuronal specificity are profound. If a newborn
baby has all its neural connections firmly established, then the main way
for the environment significantly to modify the ultimate potential of the or-
ganism is by not providing critical stimulation to some of these prewired cir-
cuits at a particular point in development. Thus, if a cat does not see horizontal
lines in its environment at an early age, there is a good chance it never will
(Blakemore & Cooper, 1970). A cat is born with horizontal edge detectors,
but they must be used. If they are not, they give away due to disuse or are
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FIGURE 1-4 An ingenious experiment by Attardi and Sperry (1960). The optic tract of a fish,
which is the nerve structure leading from the eye to the brain, was cut (top left). In the fish, unlike
in man, the structure first degenerates (top right) then regenerates (bottom left to bottom right).
What was discovered was that the growing optic tract pushes its way through all kinds of foreign
nervous tissue until it finally makes contact with the visual part of the brain. Then it mysteriously
stops growing and hooks up properly with the existing visual structures within the brain, with the
result that the fish again sees normally.

perhaps modified for other duty (see Chapter 2). This process is not completely
understood biologically, but the phenomenon does occur.

Still the matter is not closed. Given what is in the balance, the issue
continues to receive major attention, and various experimental programs are
constantly engaging in trying to specify the extent to which the wiring diagram
is “fixed.” Was, for example, Lee Harvey Oswald born a murderer, constitu-
tionally predisposed to violence, or was he made into a criminal by the social
forces of our contemporary society?
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Or consider the matter of intelligence. Are you as smart as you are because
of a particular neural wiring pattern in your brain, which was specifically
constructed from the combined genetic information donated by your parents?
Or are you bright by virtue of the training you received in both school and
at home? Are nymphomaniacs predisposed to their particular interest because
of neural wiring in combination with abnormal body chemistry? Or, are they
people who have simply grown to love sexual intercourse?

Who knows? The answer, at present, is nobody. Yet, before we can un-
ravel the complex forces that make an individual what he is, it is necessary
to try to understand what his overall behavioral and biological constants are.
What is it that is fixed about the individual? How is he constituted when
delivered to this big, mad world?

These questions will be illuminated in Chapter 2 through studying the
visual system. It is our most dominant sense, and it turns out to be one of the
more extensively studied mechanisms. But first, a few generalities of brain de-
velopment should be considered.

GENERAL FEATURES OF BRAIN DEVELOPMENT

The developing brain takes its form from a deepening neural groove appearing
on the outer layer of the fertilized egg (Figure 1-5). The outer layer surges
up and joins together, producing a neural tube underneath. It is this neural
tube that develops into the brain and spinal cord. And, according to a strongly
biased genetic view of man, it is already set that Oswald will kill.

Subsequently, the rostral end of the tube develops at a rapid rate, and,
as can be seen from Figure 1-6, the 50-mm human embryo already has the
general outlines of a baby. It is interesting to note that at the 3.5-mm stage,
less than one month after fertilization. all eggs of vertebrates look alike. Only
after this stage do the different specific features of an animal start to appear.
Yet details about the human are still obscure, for embryological data on the
human fetus have been tedious and slow to collect in the past. With the advent
of legalized abortion, however, many of the mysterious features ought to be
cleared up.

As the brain continues to develop, the neural tube divides into three main
subdivisions: the forebrain, which becomes the cerebrum and thalamus; the
midbrain; and the hindbrain, which becomes the pons, cerebellum, and medulla
oblongata. The latter structures are not of primary concern to the psychologist,
whereas the cerebrum absorbs much of our time.

The cerebrum, which does not follow the relatively simple development
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FIGURE 1-5 The fertilized zygote begins very early in establishing the neural groundwork for a
complex central nervous system. Progressing downward, we see how the embryo organizes itself
for development of the neural tube that eventually becomes the brain in the anterior portion of the
zygote and the spinal cord in the more posterior regions.
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FIGURE 1-6 The developing embryo takes on human features in formation at an early age. The
50-mm embryo would not be able to exist separate from its mother. Indeed, it would be difficult
to maintain that the embryo at this stage is ‘human,” for none of its neurological system inter-
acts in a way that would allow the subjective feeling we as humans enjoy.

plan of other brain areas, starts to balloon and grow like a tumor. Moreover,
unlike the thalamus, for example, there is unequal development of the lateral
walls or, more accurately, the cerebral cortex. This is the “stuff” of man.
We have more of it than other animals, and it is largely responsible for getting
us into and out of most of our predicaments.
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Once started, the cerebrum grows at a faster rate than any other part
of the brain. The cerebrum is prevented from growing forward indefinitely
by the skull. Since it is genetically predisposed for bigger things in man, it
must find space. Consequently, it starts a backward extension that eventually
results in its covering thalamus, midbrain, and even cerebellum (see Figure 1-6).

As development continues, the various brain structures take on more en-
during features and the individual neurons become myelinated. This is a process
whereby a fatty protein sheath covers a neuron and makes it more efficient
at electrical conduction. It is thought that before a neuronal system becomes
functional, it must undergo myelination. Studying the relative time course
of myelination in the central nervous system (CNS) reveals that myelination
continues after birth. It is also clear that the cortical areas of the brain are
the last to be myelinated.

It is generally believed that the motor areas of the brain are in operation
before the sensory system. In the chicken embryo, for example, there is much
activity before any of it is related to specific sensory stimulation. Killing the
embryo and subjecting it to histological inspection reveals its motor system
to be functional while the sensory system is not yet fully developed.

Early Brain Trauma

Nonetheless, the brain is very likely to be extremely fragile at or around
birth. There are many scientists who feel the slightest injury to the brain
at this time has disastrous consequences later on in life. Mental retardation,
which is one of the saddest and most perplexing of human problems, may
result, in part, from a momentarily insufficient oxygen supply to the brain
because of traumatic delivery. Certainly, diminution in oxygen at a time
when the cortical cells are insufficiently established could prove to be disastrous
in later years.

Even after birth the brain is terribly fragile. D. O. Hebb has shown
that children suffering a traumatic blow on the head during the first year
of life tend to show mental impairments at maturity. Curiously, blows to
the head after one year do not have such serious effects. It is as if the
final touches of neural maturation are carried out during this time and an
unnatural intervention with the dynamics of cerebral physiology impairs their
normal course of development.

In the newborn monkey, 8-10 minutes of diminished oxygen can result
in abnormal behavior in later years. The normal adult monkey is easily capable
of learning which of two food wells has been loaded with a peanut and can
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retain the information for up to 15 seconds. In this test which psychologists
call a “delayed response” test, the examiner, with the monkey watching, places
a peanut under one of two cups. An opaque screen is then lowered between
the monkey and the covered wells. Fifteen seconds later it is raised again
and the monkey is free to respond. The normal monkey has little problem
with the long delay, while the monkey who was asphixiated at birth responds
appropriately only when no delay is imposed. It is completely baffled if only
a 5-second delay is imposed. Thus, the slightest physiological manipulation
at birth permanently affects the adult behavior of an organism. In this par-
ticular experiment the implication is that the deficit produced is strictly re-
lated to short-term memory processes. For, so long as all stimulus information
is in view, the asphixiated monkey is as good as a normal one in carrying out
any number of complex discriminations.

There are, of course, any number of other influences on a developing
organism that may result in physical and mental deficiencies. In pregnancy,
for example, a mother’s diet that lacks sufficient protein may result in a pre-
mature birth and neural defects in the infant, since the fetus depends on
the maternal blood supply for its nutrition. Drugs and overdoses of irradiation
as a result of therapeutic procedures can all cause problems for the fetus.
In one study, women irradiated heavily in hopes of controlling a cancer
had a greater tendency to have babies with central nervous system abnormali-
ties. Microcephaly, which is mental feebleness and which is associated with
an abnormally small brain and pointed skull, is characteristically seen in these
cases.

But finally the baby arrives, and the question is what is he like? What
can he do? And how set is he in his ways? For some answers, as mentioned
previously, we will look in the next chapter at what is known about the devel-
opment of the visual system and closely inspect this mechanism.

SUMMARY

The brain is the organ of behavior; it is made up of neurons which are richly
interconnected by a number of different kinds of synapses. Most, if not all,
of the resulting nerve circuits are genetically determined, and many of these
circuits give rise to specific behavior patterns. The brain is a very fragile
organ and is highly susceptible to influences during its development, which
can cause irrevocable effects on adult behavior.
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The Course of
Normal
Development: The
Visual System

In New Zealand, recently, a doctor injected some air into the vagina of a
young pregnant mother, in order to position the placenta for a diagnostic
x ray. That night she and her husband were awakened by loud crying. The
wailing came from the baby in her womb. The next day the doctor explained
that the air bubble must have lodged next to the baby’s face causing it discom-
fort and making it cry. Ordinarily babies cry, he said, but no sound is heard
because of the damping effect of the fluid-filled womb.

This case suggests some of the difficulties in defining what is normal.
Have all newborn babies experienced the same amount of discomfort in the
uterus? One would think not. Suppose baby X was uncomfortable and cried all
the time and baby Y never was uncomfortable and never cried in the womb.
What effect might this have on their reaction to the normal discomforts of every-
day life? One could easily imagine that baby X after birth would put up with
more discomfort. In the womb he cried and nobody “came to help,” for nobody
heard him. As a result, he began to cry less often when uncomfortable. The
womb-comfortable baby, however, never tried crying until birth, whereupon he
found out how rewarding it can be!

Of course, no one knows the answer to these problems as yet. Clearly,
however, one can begin to see the multitude of forces working on the developing
embryo. There are both physiological and environmental influences. Therefore,
it becomes very difficult indeed to determine what is normal. In this chapter

18
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we will look at the visual system as exemplifying the problem of development.
We will first examine how this brain system develops normally. Then we will
see how changes in the environment can change the normal organization of
the visual part of our brain.

THE DEVELOPING VISUAL SYSTEM

When a newborn chicken takes its first peck, it is right on target. If, prior
to its first peck, a prism is placed in front of each eye, which skews the visual
world approximately 10° to one side, the chicken pecks off center by 10°
and continues to do so for as long as the prisms remain in place.

A variety of investigators have reported that the 6-month-old baby can
discriminate depth. In an experiment using a ‘“visual cliff,” babies are placed
on a walkway that straddles two different visual arenas (Figure 2-1). On
one side, there is a shallow drop-off. On the other side, there appears to be
a steep cliff. Since both sides are covered with clear glass, there is no way
the baby can fall. From the start, babies avoid the cliff and become very
agitated when placed over the deep side.

The strict empiricist will argue that the 6-month-old child has had suffi-
cient time to develop the cerebral circuitry for such depth discriminations.
While this kind of argument is always a problem, recent data on prelocomotor
infants support the nativist view. Fifty-day-old infants who can, of course,
neither walk nor crawl, when placed on the deep end of the cliff, responded
with a faster heart rate than when they were placed on the shallow side.
There were not, however, the concomitant agitation and attempts at escape
seen in 6-month-old babies. Somehow the basic autonomic response (producing
an increased heart rate) becomes translated into an emotion only later, some-
time between 1 month and 6 months of age.

This behavioral evidence supports the view that such things as depth
perception are inborn properties of the brain. In the following discussion of
the basic features of the visual system of the brain, you will see there
is a good fit between the neurophysiological data and the psychological data.

THE RETINA

The retina, an extraordinarily thin protuberance from the developing brain,
develops into a most intricate light-sensitive mechanism (Figure 2-2). The
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FIGURE 2-1 Newborn babies are able to discriminate the different distances represented in the
‘‘visual cliff’” apparatus originally designed by J. J. Gibson. Between two visual fields, one indicating
great depth and the other not, a 6-month-old baby crawls along a tight rope. Movement to the deep
side would suggest that babies do not have depth perception, or if they have it, they do not know
its meaning. The babies mainly choose the shallow side.

particular cells that respond to light are called rods and cones. Paradoxically,
they are at the back of the retina, and in order for light to make its way
to them it has to pass through a network of connecting cells.

The rods and cones are hooked up to bipolar cells, and from there they
connect to ganglion cells, which then send their long axons out of the eye,
leaving through a small area that is responsible for our blind spot. The axons
travel all the way up to the middle part of the brain into a structure called
the lateral geniculate nucleus before they make another synapse. On the way
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they cross at a point called the optic chiasma. It is here where half the neurons
from one eye cross over and go up to the opposite side of the brain. The
remaining half stay on the same side.

The cones are found in the greatest numbers in an area of the retina
called the fovea. All rods are absent in this region, which is in the center
of the retina. To get an idea of the power of resolution, the smallest cone receptor
is only 2 microns in size, which is 2/100,000 of an inch.

Yet even though the cones are responsible for our great acuity, the rods
are most sensitive to low levels of illumination. The rods are inherently about
100 to 1000 times more sensitive to light than the cones. An old trick used
by astronomers when searching for a distant faint star was to look off to
one side. As a result, the eye would be positioned to allow the light to fall
on the rod part of the retina. The greater sensitivity of the rods is also partly
due to a phenomenon called areal summation. This mechanism gathers light
from all over the retina via rods. However, more than the response of one
receptor is necessary to trigger a bipolar cell and finally a ganglion cell. Since
several rods feed into one bipolar cell (whereas each cone has its own), there
is a greater probability that the ro¢ mechanism with areal summation will detect
dim light scattered about the retina than will the cone system.

Photopigments

A major feature of a retina is the presence of photopigments. These are
the chemicals responsible for translating light energy into neural activity.
How this is done, no one knows. Yet, all of us have experienced the effects
of staring at a light bulb. This action bleaches out the photopigments. When
the eye shifts its gaze to a white background, it looks as though a dark or
gray bulb is in view. This is called a negative afterimage. It results from
the low sensitivity in the bleached area relative to the nonbleached surround.
When our gaze is quickly cast on a dark background after fixating a light
bulb, a positive afterimage is obtained. Here the light looks very bright. This
is due to the continual firing of the stimulated portion of the retina relative
to the unstimulated background.

The photopigments of rods are present in greater amounts than in cones,
and visual purple, the chemical present in rods, is also more sensitive to light
than the pigments found in cones. As a result, in the dark, when all receptors
are given a chance to accumulate and build up their store of photopigments,
the eye becomes extremely sensitive to light, with the rods being more sensitive
than the cones.
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In all, four photopigments have been discovered: one for rods and three for
cones. All are differentially sensitive. Most color theories predict there should
be three cone pigments. With three pigments, each with a different and appro-
priate spectral sensitivity (response to different colors or wavelengths of light),
color vision in all of its variation can be easily explained. We will return to this
later in Chapter 10.

Physiological Recording

The next question, of course, is how or in what way is the information
from the retina transmitted to the brain (Figure 2-3). One obvious approach

FIGURE 2-3 Most electrophysiological analysis of the brain’s visual system is carried
out using this type of setup. The animal is anesthetized and placed in a stereotaxic instru-
ment, a device that locks the head into a fixed, measured position so that deep probing of
the brain with an electrode along fixed coordinates will assure the experimenter that he is
recording from a particular brain structure. The animal views a display screen with many
kinds of moving targets. As a cell responds to the moving target, the electrode measures
the small signal and sends it along to an amplifier that, in turn, sends the signal to a
display oscilloscope. Here we see a neuron in the cat's visual cortex responding to a
moving edge.
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to this problem is to record from individual neurons leaving the retina to
see how their discharge pattern varies with light stimulation of various
kinds. The simple technique of recording from individual neurons is used
throughout most areas of physiological psychology. In brief, an electrode with
a very small tip is lowered into the brain structure being studied. It is com-
pletely insulated except for the tip. Therefore, it senses only the nervous tissue
next to the extremely fine tip of the electrode. The electrode is connected to
an amplifier, which magnifies the various slight electrical discharge of the
neuron (.5-20mV) up to a manageable signal. This electronic signal is then
displayed on an oscilloscope. Every time there is an electrical discharge, there
is a corresponding deflection of the electron beam on the oscilloscope. In addi-
tion, the signal is fed through a high fidelity speaker so that when the neuron
is firing one hears a “‘zat-zat-zat.”

The original work on the electrophysiology of the visual system was done
on the frog. Recordings were made from the optic nerve leaving the retina.
In general, three kinds of fibers were discovered. There are “on fibers,” which
respond maximally at the onset of visual stimulation, “off fibers” which fire
when lights go off, and “on-off fibers,” which fire both at the onset and ter-
mination of illumination.

Similar findings were made in the cat. Imagine a cat looking at a projec-
tion screen. When a dot of light is moved about on the screen during a record-
ing session, a place is reached where the neuron fires. By systematically moving
the dot on and around this point, the visual field of that particular neuron
in the optic nerve will reveal fields with a circular configuration. The neuron
turns on when a light is in the middle and turns off when the light falls
in an area adjacent to the excitatory region. This kind of field is said to have
a “center-surround” organization, where either the center can be excitatory
and the surround inhibitory, or vice versa.

Since all this is occurring in the fibers just beyond the retina, it is safe
to conclude that quite sophisticated processes are occurring at the most primi-
tive level of the visual system. In other words, the brain does not receive
raw visual information. It is already highly digested and organized into specific
patterns by the time it leaves the retina.

The processes at the retina that allow for this kind of organization are
largely due to lateral inhibitory effects. H. K. Hartline of Rockefeller Uni-
versity is largely responsible for detailing the exact mechanisms involved.
Working on the horseshoe crab, which has several hundred receptors in a com-
pound eye, he has determined precisely how stimulating one receptor influences
the firing pattern of a neighboring receptor. He has found that each receptor
(called an ommatidium) interconnects with other receptors and inhibits activ-
ity in these receptors in a systematic way (see Chapter 11).
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Neural Activity and Light Intensity

The horseshoe crab is interesting for a variety of reasons. Unlike verte-
brate eyes, its receptors are not upside down and each receptor is easily accessi-
ble to inspection by electrophysiological recording. Investigators have capital-
ized on this and have shown how physiological processes relate to actual
perceptual phenomena. It has been determined that the rate of discharge
of an optic neuron is directly related to the log of the intensity of the light stimu-
lus (Figure 2-4). This is true for most intensities. With low levels of illumina-
tion, however, the relation does not hold. The reason is most interesting and is
the key to a host of problems in the study of perception.

In brief, because the retina and the connecting optic nerve have their
own spontaneous rate of discharge occurring at different set frequencies depend-
ing on the background illumination, the brain must be clever enough to detect
a change in that frequency before it can make a judgement that a perceptual
event occurred. To state it more simply, it is the signal to noise problem,
or how does a system detect a signal over a background of activity? It means,
of course, that there are lights in this world that are on, but we cannot see
them. Our brains cannot distinguish how the light in question significantly
alters the normal frequency of discharge of the optic nerve.

“‘Bug Detectors’’

But perhaps the most spectacular experiments of all on the retina were
the studies done by Lettvin and his colleagues at M.L.T. The experiments
were among the first and are now considered classics. Lettvin sank an electrode
into a frog’s optic nerve. He then moved about a variety of stimuli in the
frog’s visual field. These stimuli included dots, lines, edges, and checkered
patterns, as well as other curved and angular figures. The characteristics of
numerous neurons were explored, and these neurons fell into roughly five
categories. There are cells that only fire when (1) an edge of an object is
in the visual field; (2) a small dark object is moved about within the field;
(3) a dark or light object moves in a particular direction across the field; (4)
lights dim or go off; and (5) lights are off entirely.

The retina of a frog has essentially performed all the operations on visual
information received that the frog needs to live a normal life. The cells that
respond only to small black objects moving about have been called “bug detec-
tors.” This suggests the frog sees bugs in his retina and not in his brain.
This is amazing because studies in cat, monkey, and man show complex visual
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FIGURE 2-4 (a) The rate of neurons discharging in the optic nerve is related to the intensity of
the light impinging on the eye. When a bright light is on, the neuron discharges at a fast rate, as
can be seen in the top line. With the light a little dimmer, the neuron does not fire as fast. When the
light is extremely dim, the neuron fires at a rate only very slightly higher than its normal spon-
taneous rate. (b) Being in the dark has a great effect on our perceptual capacity. A light of fixed
intensity may only be just detected, if the eyes have not been in the dark. After five minutes in the
dark, however, the same light will give a big discharge in the optic nerve, and it will appear to be

very bright.
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analysis deferred and carried out mostly in the visual cortex. No such “bug
detectors” are to be found in your retina.

VISUAL PATHWAYS FROM THE RETINA TO THE BRAIN

When the electrical code makes its way out of the retina and starts up to
the brain, it passes through the lateral geniculate nucleus (LGN) (Figure
2-5), a part of the midbrain or thalamus. Its name is derived from its position
relative to other thalamic structures (lateral) and its knee-shaped organization
(genu).

Many things occur in the LGN. It is, for example, the main visual struc-
ture that differentially responds to high doses of LSD. Some people think
the bizarre and rich visual phenomenon experienced with LSD is due to its
effects at this anatomical site. LSD inhibits the normal exchange of electrical
information between the incoming optic nerve and the outgoing fibers to the
visual cortex. These latter fibers are called geniculostriate fibers. (Quite fre-
quently, neuroanatomical connections are named by considering the site of
origin and termination. In this case, geniculo is for geniculate and striate refers
to the visual cortex, a nickname due to the visual cortex’s striped appearance
under the microscope.)

The visual hallucinations are thought to result from the effects of the
LGN being disengaged. Thus, the visual cortex would not receive its normal
tonic input. As a result, bizarre visual phenomenon occur. Of course, the actual
mechanism of why this should result in hallucinations is not known.

In addition to projecting to the LGN, the optic nerve sends some fibers
to a structure called the superior colliculus, which is in the midbrain and is
largely responsible for organizing basic optic reflexes. Indeed, much has been
written in recent years suggesting that this part of the neurological system is
responsible for the normal orienting we do toward the visual stimuli.

Take, for example, the everyday experience of ‘“seeing something out
of the corner of your eye.” It is now claimed that the peripheral rods and
cones pick up the information and relay it to the superior colliculus as well
as to the cortex. The superior colliculus, in turn, organizes a response and
directs the eyes to the target in question. From there, foveal visual processes
come in and take over for the detailed analysis of the visual target.

Thus, we have two visual mechanisms, one involved in gross orienta-
tion and the other specialized for detail. It is the latter system that has received
considerable attention by brain and behavior investigators.
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FIGURE 2-5 The anatomical organization of the human visual system. The optic
nerves leave the eye and cross, sending half of their fibers to each half of the brain.
After crossing, they immediately go to the lateral geniculate body. Here they form a
synapse, and most subsequent fibers go to the rear of the head to the visual cortex.
Some of the fibers leave the LGN and go to a midbrain structure called the superior
colliculus. In man, as in animals, the visual cortex is subdivided into special areas,
usually referred to as 17, 18, and 19. This is where visual responses described in the
text occur.
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THE VISUAL CORTEX

The part of the brain most concerned with visual processes is found at the
rear of the head. It is called the occipital lobe and it receives its primary
input from the LGN. The visual cortex is where extraordinarily complex anal-
ysis starts on the visual information originally presented to the retina.

If a bullet enters and exits at a particular trajectory at the rear of the
skull, a very clean hole or lesion can be made in the visual cortex tissue
(Figure 2-6). Such wounds are common enough during wartime, and the co-
operating victim can often aid in our understanding of the visual system.
Studies on such cases have confirmed a variety of animal studies that there
exists a ‘“‘point-to-point” representation between the eye and visual cortex,
that is, a particular point on the retina is projected consistently within a given
species to a particular point in the visual cortex. This idea had been confirmed

FIGURE 2-6 President Lincoln was shot on the left side of the head. The bullet’s course
through visual cortex would produce the kind of blind spot seen here. The left hemisphere
processes visual information to the right of fixation. This kind of cleancut data has pro-
duced support for the notion that each part of the visual world we see has a physical
correlate in the brain.
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in animal studies, when a discrete lesion made in the visual cortex always
results in a discrete degeneration or death of neurons in the LGN.

These findings received considerable attention from early psychologists
who felt this gave support to their ideas of “psychophysical isomorphism.”
This million dollar word described a simple idea that when a person viewed
a “triangle,” the brain responded in kind by having a set of neurons respond
that made a more or less exact duplicate of the actual triangle in neural
activity!

The idea has been abandoned for several reasons. It has been shown in
fact that the foveal region of the retina has a much larger exaggerated area
for projection on the visual cortex than do other retinal sites. Accordingly, a
triangle would appear disproportionately skewed and would look strange indeed.

But the real advance in understanding how the visual cortex handles
visual information comes from the pioneering and truly remarkable series
of studies by David Hubel and Torsten Weisel at Harvard Medical School.
Their findings have major implications for any psychological theory of vision
or behavior of any kind.

Hubel and Weisel (1962) studied the cat with the microelectrode technique
described earlier. The cat was placed in front of a projection screen and an
electrode was lowered into the visual cortex (Figure 2-7). The cortical cells
just one synapse in from the LGN projections responded in one particular
way. Their behavior has been called “simple.” Their receptive fields have
an oblong organization with excitatory responses juxtaposed to inhibitory re-
sponses. The border constitutes an edge and has the almost household name
“line detectors” (Figure 2-8).

A little further along into the visual system, “complex” cells are found.
These cells differ in their behavior in that the neuron fires no matter how
the visual field is stimulated. (In the simple cell, the moving edge of the stimu-
lus has to enter the field in a particular direction.)

As Hubel and Weisel proceeded further into the visual system, i.e., the
anatomical areas beyond the primary visual cortex that receives the input
from the LGN, even more complex kinds of responses were seen. In general,
the rule is that the further one goes into the system the more exact the stimulus
on the screen in front of the cat has to be before the neuron being examined
responds. What one begins to see, of course, are the factual building blocks
for a theory of visual perception. Simple line detector cells converge onto
other cells giving it a complex behavior. Subsequently, a series of complex
cells converge on a “hypercomplex” cell limiting it to a still further level of
sophistication. This process has been called “convergence.” Ultimately, the
theory predicts there is a cell somewhere in our brain for such bizarre percep-
tions as a purple cow.
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FIGURE 2-7 Hubel and Wiesel
presented a line on the screen
in front of the cat. The cutout
of the brain shows the orientation
that produced the maximum re-
sponse recorded for each single
cell. The anatomical features sug-
gested are schematic.

CHANGING THE NORMAL BRAIN BY CHANGING THE ENVIRONMENT

In the summer of 1969, two British physiologists started a most remarkable
experiment. They raised two newborn kittens in separate environments. From
birth, the one kitten saw nothing except vertical white lines when it opened
its eyes. The other kitten saw nothing except horizontal white lines. They
endured these special conditions for almost 6 months. The experimenters
wanted to know if the vertically deprived cats would be able to see vertical
lines and if the horizontally deprived cats would be able to see horizontal
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FIGURE 2-8 This figure shows how many brain scientists discovered the physical elements of
visual perception. Here we first see how lines oriented in a particular direction trigger a vigorous
response from a nerve cell. Lines oriented or positioned out of the optimum tend to produce less
neural response.

lines. With these behavioral facts established, they then wondered what the
corollary change in brain physiology would be.

They first took the vertically experienced, horizontally deprived cat and
set him on a course through dangling white vertical stripes (Figure 2-9).
The cat neatly avoided the obstacles. They then placed the cat in a field
of horizontal stripes. Dramatically, the kitten forged ahead as if nothing were
in the way and continually bumped into the horizontal obstacles. The other
cat performed in the opposite manner and constantly bumped into the vertical
barriers, but neatly avoided the horizontally placed obstacles!

Then these same kittens were anesthetized, their brains exposed, and the
visual cortex analyzed in much the same fashion we have discussed earlier.
The two physiologists, Blakemore and Cooper (1970), discovered that neu-
rons in the vertically deprived cat essentially never responded to vertical
edges as they would in a normally reared cat (Figure 2-10). At the same
time, these same neurons would normally respond to horizontal edges. Not
surprisingly, the horizontally deprived cat responded in opposite fashion.
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FIGURE 2-9 (a) This cat was raised in an environment with only vertical white lines appearing
on a black background. (b) This cat only saw horizontal lines. After a few months, the horizontally
deprived cat can only see and navigate around vertical obstacles. The converse is true for the
vertically deprived cat.

Two American scientists, Helmut Hirsch and Nico Spinelli (1971), have
found similar effects in cats reared with goggles that eliminated horizontal lines
from one eye’s view and vertical lines from the other. They too found the
predicted physiological change in the cat’s visual cortex. The effects on be-
havior, however, were not as striking.

These studies are among the first actually to correlate the extensive physio-
logical studies delineating visual cortical mechanisms with actual behavior.
However, they also neatly demonstrate how a change in the environment
can produce a change in the basic neurological wiring of an organism. This
extremely important point bears close scrutiny. Consider again what is at
stake. In the foregoing, we have indicated that the central nervous system
develops in a fixed way. Now we seem to be saying it can be changed with
corollary behavioral changes if the environment is systematically manipulated.
Does this mean that the brain can be either impaired or improved and that
such personal aspects of our mental lives such as intelligence can be changed?
More generally, does this suggest that personal traits like the ability to love
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FIGURE 2-10 (a) The distribution of
optimal orientation for 34 cortical cells
from a normal cat. (b) The distribution
of neuron responses in a cat brought up
in a visual world containing only hori-
zontal stripes. (c) Seventy-two cells re-
corded from a cat exposed to only vertical
lines.
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and to hate, each having a neurological substrate, can be taken away or en-
hanced in an organism by a change in the environment at an early age?

Answers to all these questions are being pursued in the behavioral sciences
and we will be discussing them as we go along. But again let’s explore some
of the fundamentals. We will start by taking a close look at how changing
the environment affects the developing visual system.

SOME CHARACTERISTICS OF NORMAL ADULT VISUAL ORGANIZATION

As described earlier the visual cortex of the cat responds in an orderly and
particular way to light stimulation appearing in front and in full view. There
are three general categories of receptor responses: simple, complex, and hy-
percomplex. In addition to these kinds of characteristic responses, it has been
discovered that over 80% of the visual cells recorded from in the cat visual
cortex respond to stimulation from both eyes. The remaining 20% of the cells
respond to stimulation of only one eye or the other. There are many other
general features of visual organization, but it is the last fact that Hubel and
Wiesel were able to parlay into utterly fascinating experiments.

To begin with they first asked if the kind of organization seen in the
adult is present at birth. To answer this question, they simply examined the
responses of visual cortex in 8-day-old kittens. To the chagrin of most empiri-
cists, they discovered most aspects of visual organization known to exist in
the adult. While there is some question whether newborn kittens have neurons
that show orientation specificity, most of the neurons are definitely binocular.

Visual Deprivation

With this experiment complete, the stage was set for examining the effects
of depriving one eye of its normal visual input while leaving the other nor-
mally exposed. Would such an abnormal state of affairs affect the basic neuro-
logical wiring of the visual system?

The answer is now a matter of scientific history. The monocularly de-
prived cats were found to have a completely different distribution of responses
when their visual cortex was analyzed. Instead of 80% of the cells responding
to stimulation of both eyes, now most, if not all, cells responded only to stimu-
lation of the nondeprived eye. Behaviorally, the eye deprived from vision from
birth, when opened, would render the animal “blind.” The electrophysiological
observations substantiated these behavioral findings.



womg Charaotenistics of Nommal Adult Visual Qrganigation 37

Hubel and Wiesel then ran the logical extension of this experiment. They
examined the visual cortex of a cat that had been binocularly deprived. The
expectation was that most of the visual cortex would not respond, for all input
channels had now been tampered with. To almost everyone’s surprise, the
cells responded to stimulation of both eyes, and showed the normal kind of
simple, complex, and hypercomplex responses. In short, total deprivation found
the visual system more normal than if only one eye had been deprived.

These fascinating results suggested that the normal development of binocu-
lar interaction is a function of a certain kind of interdependence of the neu-
ronal projections from the two eyes. In other words, what is important in
proper neuronal development is not only physical proximity to proper points
in the central nervous system, but also functional interaction with the various
elements that eventually contribute to the overall organization of a neurological
system.

In another experiment, which really nailed down this point, Hubel and
Wiesel raised cats under conditions of alternating monocular deprivation. Here
one eye would be deprived 1 day at a time, followed by the other. In this
fashion, both eyes received the exact same visual experience. The effect on
the neurological wiring, however, was dramatic. For the most part, the cells
in the visual cortex only responded to monocular stimulation! In other words,
normal binocular responses are produced by the timing of impulses arriving
from each eye. The alternating monocular deprivation condition never allows
this to happen.

Behavioral Studies

A most fascinating aspect of this experiment is the fact that Hubel and
Wiesel reported these binocularly deprived cats were “blind.” “As the kitten
moved about the room, there were no indications that visual cues were used;
placed in an unfamiliar room it frequently bumped into large obstacles in
its path.” This observation is of particular interest, because we have just seen
that the binocularly deprived cat has a near normal visual cortex! At the
time the original experiments were carried out, there was no good explanation
offered for this seemingly grave paradox. Hubel and Wiesel, alarmed at the
thought that the entire physiological story intricately built up over the years
had little relation to behavior, could only suggest that the critical change pro-
duced by deprivation was to be found further along in the visual system.

Today, however, these findings are not so peculiar. First we saw at the
beginning of the chapter, specific deprivation does produce specific effects in
the visual cortex, that is, the known physiology does relate directly to be-
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havioral processes. Second, other investigators have disclosed that, while binocu-
larly deprived cats appear blind, they see quite well upon close examination.
Using a conditioning process that administers a shock through an animal’s
foot if it does not pull a lever when presented with one of two visual patterns,
it has been found that deprived cats learn the task at a near normal rate.
Third, the effects of deprivation on the organization of the visual system are
time dependent. If deprivation procedures are started after a cat has reached
2-3 months of age, there is little or no effect on behavior. There is then a
“critical period” in visual development, and at that moment the right state
of affairs must exist for normal development. Recent studies have shown that
the particular time conditions for normal development during the critical pe-
riod are short. Cats need only 36 hours of exposure to vertical lines to produce
the described effect, but the exposure must occur during the critical period.

IMPLICATIONS

An environmental influence of lid suturing was inflicted upon young kittens.
As a result, there was a dramatic change in the role of responses in the cat’s
visual cortex. Does this mean an abnormal environment has produced a change
in the neurological organization by influencing and redirecting neuronal
growth? Or does the change observed simply reflect the effect of disuse? The
former suggests that neurological growth can occur in response to environ-
mental influences; the latter suggests that the environment can influence only
indirectly by not allowing normally organized connections to develop. The
first view is more optimistic about the effects of the environment on our ulti-
mate performance, whereas the second position suggests that our upper limits
are genetically determined and can only drift downward through the course
of development. With this view, the environment plays the important role
of offering critically needed stimulation for maximizing our innate neural
circuits. If critical stimulation is not forthcoming, we may not be the person
that we might have been. However, even the most enriched environment
Imaginable would not push the organism past its genetically determined upper
limit.

At present, the evidence points in the direction of genetic determinacy
with slight modifications possible at early stages of development. The earlier
discussed work on neurospecificity and the experiments on visual deprivation
support this view. In fact, all of Hubel and Wiesel’s results could be easily
explained by assuming the initial neurological organization present at birth
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undergoes no change. Instead deprivation results in the disuse of some neurons,
which has the effect of changing the response characteristics of the general
properties of cells in the cat cortex. Thus, if a cell normally responds if and
only if it receives inputs from the two eyes in the right time sequence, then
it ought not to fire after monocular deprivation. If this were the case, one
would predict that recording from a monocularly deprived cat would show
responses from cells that only require input from one eye. As we have already
seen, this was indeed the case.

Yet, it is too soon to be completely sure. The Blakemore and Cooper
experiment found no regions of silent cells when recording from the cat’s
cortex. All the neurons were quite normal in their firing patterns, which means
half of them must have been modified, not just degenerated. With degeneration,
they would have found great quiet areas in the cat’s cortex. These results
are exciting and pose fascinating questions concerning how the environment
effects permanent change on the brain.

SUMMARY

We have seen how the visual system is organized, starting at the retina, going
back to the LGN, and finally reaching the visual cortex. There is an intricate
system of neural connections that produces and allows certain kinds of
visual behavior.

Moreover, it is clear that during development the environment can effect
changes on the developing brain. A variety of studies have now shown that
systematic changes in the visual environment produce systematic changes in
the visual organization of the brain.
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Fixed Patterns
of

BE‘! h avior

The brain of man is constructed in a certain way with certain materials.
As a consequence of the way man is put together he must act as he does
to an extent, just as a boomerang must return to the hand of the thrower
because it is shaped in a certain way and constructed of certain materials.
In this chapter, we will examine the degree to which there is machinery
laid down in the brain and nervous system for complex behavior predetermined
by the genetic code. Is the brain computerlike and capable of an infinite variety
of responses or does it consist of patterns of an automatic kind predetermined
by heredity? We know that much behavior, such as the reflex mechanisms
of the vertebrate, is of the latter type. But are there inborn mechanisms that
determine our more complicated behavior?

To begin with, instinctive behavior is thought to comprise patterns of
behavior that are transmitted from one generation to the next. These patterns
do mot require individual learning; they are mapped on the genetic code in
such a way that the behavior of the species is transmitted to each individual
member. They are expressed irrespective of the experience of the individual
or his capacity to learn. There is then a code of behavior of a complex kind,
which is transmitted from one generation to the next. To some extent we
share inheritance of predetermined behavioral mechanisms with our immediate
ancestors or, for that matter, our more remote ancestors in the animal kingdom.

40
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We will now look at some examples of inborn behavior. First we will consider
the smiling behavior of infants.

INBORN BEHAVIOR

Smiling Behavior of Infants

Smiling usually occurs during the first few months of life. It appears
spontaneously in sleep, in passing wind, in drinking, etc. Laughing, however,
where the infant opens the mouth wide as distinct from smiling, is a patterh
of behavior that occurs from the age of 4 months on. Smiling and laughing
are behaviors that greatly strengthen the bond between the baby and his
mother. Smiling is used also to communicate. The spontaneous smile is replaced
in the normal child by an answering smile in which the child smiles at the
mother and the mother smiles back. There is some evidence that the child
smiles at first to a wide class of objects and does not always differentiate his
mother or other human beings by their smiles. Spitz (1946) for ex-
ample, obtained a smile from 3- to 6-month-old babies by presenting them with
scarecrow faces and distorted grimaces as well as by letting them look at the
normal face. Up until the second month of life, a cardboard model of a face
painted with highly contrasting eye spots making them extremely prominent
from the background will, in fact, elicit a greater amount of smiling than a real-
istically painted face.

If we ask to what extent the expression of these forms of behavior is
dependent on the infant’s experience, we then can gain some information
by the study of children who are born blind (Figure 3-1). At first, smiling
in these children is little different from the normal. However, normal children
smile more and more as time goes on, but blind children smile less and less.
Some kind of social feedback is necessary, and the child is dependent upon
the response of others if the frequency of smiling is to be maintained or in-
creased. Still, in the complete absence of normal stimuli, the child smiles in
a completely normal way. A blind-born child will come to fixate upon the
source of his mother’s voice and laugh when she speaks to him. Interestingly,
the continuous nystagmus, i.e., the rapid movement of the eyes from side
to side, seen so frequently in the blind child, ceases during this time, even
though, of course, the child cannot see the face.

Eibl-Eibesfeldt describes how patterns of smiling occur in children who
are born both blind and deaf, but who otherwise have no mental impairment.
The pattern of smiling corresponds exactly to that of normal children. Thus,
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FIGURE 3-1 A 2-month-old baby born blind. The
eyes in the normal child usually move around inces-
santly but not in the blind child. Yet the blind child
is capable of a bright smile. After Eibl-Eibesfeldt
(1970).

even in the absence of the customary knowledge gained through the eyes
and the ears, the child still smiles. Clearly, children who are unable to learn
through what we might suppose to be the customary means can develop pat-
terns of muscular activity and can show expressive behavior.

There are a number of other examples that could be discussed. However,
in humans the patterns of innate behavior are most frequently overlaid by
learning, which interacts with them and makes it difficult to decide which
patterns are inborn and which are learned. In the case of insects, the causation
by inborn factors is much clearer. In this case, the scope for learning to modify
behavior is reduced, and the inborn patterns are revealed to their full extent.
The French naturalist Fabre describes, for example, the behavior of the larva
of the capricorn beetle.

Insect Behavior

The larva of the capricorn beetle burrows its way through the heart of
an oak tree, increasing meanwhile to the size of a small caterpillar. The larva
is entombed within the tree because it is now too large to escape by way
of the hole through which it entered. The tunnel also is blocked with wood
pulp that the larva ate and passed through its body. Imprisoned in the tree,
it is isolated totally from members of its own kind, and it can have no oppor-
tunity to learn patterns of behavior from them. The larva burrows continu-
ously until, during the course of several years, it reaches the far side of the
tree. At this time the animal seldom penetrates to the outside world. It leaves
a thin cover of bark remaining between itself and the exterior. It retreats
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for a short distance into its burrow and then begins to excavate a large chamber
far more spacious than for its present needs, but large enough to accommodate
the adult beetle into which it will become transformed. Not only is this cham-
ber large enough to contain the body of the adult beetle, but room has been
provided for the action of its legs. The larva constructs a door to this chamber
from a chalky cement disgorged from its stomach. The sides of the chamber
are rasped to form a soft downy wood-wool, which is applied to the surface
of the chamber to form a protective felt. The larva takes up a position with
its head pointing towards the exit, in order that when it turns into the adult
beetle it may escape. If, with its stiff horny structure, it were to emerge with
its head towards the center, it would certainly die because it could not escape.
Having completed preparations the larva is transformed into a pupa and then
into the adult beetle. When the beetle is ready to emerge it needs only to
break the wall of the chamber to escape to the outside world. Obviously, we
have here a clear example of how a complicated behavioral sequence is under
genetic control.

The Concept of Instinct

There is wider significance to inborn behavior than is obvious from the
examples just described. It is frequently supposed that not only the patterns
themselves are inborn but the motive forces that put them into operation also
are inborn. In historical terms this brings us to the concept of instinct and
what this means for the study of behavior.

Charles Darwin believed that an action is instinctive “when it is performed
by an animal, more especially by a very young one without experience, and
when performed by many individuals, without their knowing for what purpose
it is performed.” Darwin was aware that much of this is not entirely automatic
for he states, “A little dose of judgment or reason often comes into play, even
with animals low on the scale of nature.” Darwin was one of the first, if
not the first person, to point out the significance of patterns of innate behavior
to evolution through natural selection. It is popularly called the principle of
“the survival of the fittest.” In his evolutionary theory, Darwin believed that
small changes from one animal to another may on some occasions assist an
animal to survive because they provide an advantage in competition with
others. Because animals with this advantage are better able to survive, they
are likely to pass this advantage on to their offspring.

Advantages often relate to physical features. A moth, for example, that
lives in a smoke-blackened industrial area of a country is better able to survive
if its own coloration is changed to a darker hue. Darwin not only realized that
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physical changes of this kind can provide an advantage, but also that changes in
the pattern of an animal’s behavior can provide it with a similar advantage in
the race for survival. Insofar as these patterns of behavior are represented
in the heredity mechanisms, these also can be transmitted from one generation
to another. William James also supposed that instinctive actions are performed
without a knowledge of their purpose. James defined instinct as “the faculty
of acting in such a way as to produce certain ends without foresight of the
ends and without previous education in the performance.”

McDougall (1923) on the other hand, moved away from an emphasis on
the biological aspect to that of the world of human experience and to the inner
functions of the mind. McDougall supposed that there are inherited tendencies
common to men of every race and age. These are the essential springs or
motive powers. Human action is governed by primitive urges and not by any
rational search for pleasure or the avoidance of pain. These irrational urges
take the form of instincts. McDougall classified thirteen human instincts, in-
cluding such obvious urges as curiosity, submission, sneezing, and coughing.

Freud called the inherited forces the id (see Chapter 21). The id contains
everything that is inherited and remains fixed in the constitution; it represents
the blind impulsive forces in the personality. Even as early as 1916, Freud
had described the strivings of the id as largely sexual both in the narrower
and wider sense. However, Freud supposed that not all instinctual forces are
sexual in nature. The infant, for example, is required to adjust to external
social forces, and some instinctual energy is bound up with this.

Freud’s views about instinct in man developed through a number of stages.
He supposed at first that there were two types of instinct: first, those which
preserve the well-being of the individual, and, second, those which enable
the continuation of the race. Schiller’s antithesis between hunger and love
would be examples of both types.

The second stage in the development of Freud’s thought came about when
he considered self-love or narcissism. He supposed that many of the instinctual
forces are bound up with not only love of the self but also with an ideal
picture as the person would like to be—the image that represents all that
the person wishes he were, an ideal picture, an improvement on the real
self.

At a later point Freud supposed that instincts are of two types: Eros, the
life instinct, and Thanatos, the death instinct. Eros, the sustaining principle
of life, serves the function of union and growth, the act of recreating, whereas
Thanatos is represented in the neurotic manifestations of death wishes, sadism,
and masochism, as well as the primitive instinct toward aggression, which
could be turned outward toward the destruction of other individuals or inward
toward the destruction of the self.
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However, just as Moliére’s doctor said that “‘opium produced sleep because
of its soporific qualities,” so the instinct theorists were criticized because it
was said that the use of the term “instinct” did not help in understanding
behavior. For example, if we talk about the curiosity “instinct” instead of
curiosity itself, we are no nearer to an explanation of this form of behavior,
because in a sense curiosity becomes even more mysterious when described
in this way.

Also, many human activities described as instinctive were in fact learned,
and none of the so-called instincts proposed by these early theorists seem to
escape the influence of learning. Opposition to the instinct view of human
nature also arose from the cultural anthropologists who showed great diversity
between one human culture and another. What had been assumed to be a
fixed and unchanging characteristic of human behavior throughout the world
was not always so.

ETHOLOGY

In spite of these difficulties, ideas about instinct had wide currency and exerted
a powerful influence, which continues to this day in psychoanalytic thought.
It was, however, left to the investigators of animal behavior to establish the
concept of instinct as important in biological science. Arising from the study
of instinctive patterns within a biological framework, a new discipline formed
itself and was known as ethology.

The ethologists studied animal behavior usually in a natural context or
one as natural as possible. They concentrated on instinct as opposed to learned
patterns of behavior. They chose to call the behavior they studied innate be-
havior. This was behavior that (1) was determined by heredity; (2) formed
part of the original constitution of the animal; (3) arose independently of
the animals experience and environment; and (4) was distinct from acquired
or learned behavior. Patterns of behavior such as these could be described
and classified in an ethogram, which provided an account of all behavior pat-
terns of the type that a particular animal species displays.

Fixed Action Patterns

It was well known to naturalists that different animal species may be
distinguished not only by their external physical form or by their coloration,
but also by their behavior. The ethologists suppose that each example of
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instinctive behavior contains “a hard core of relatively fixed and complex
automatism, an inborn movement form.”* These inborn fixed action patterns
permit a distinction to be made between the behavior of an animal of one
species and the behavior of that of another. For example, there are characteris-
tic movements made during feeding, nest building, courtship, and rearing the
young. These movements may be used to classify the animal species, to assess
its evolutionary status, and to discover the relationship that it holds in terms
of the evolutionary process to other animal groups.

Fixed action patterns occur most commonly in insects, fish, and birds.
They were reported first in pigeons and ducks. For example, the male eider
during courtship may show a pattern of head turning in which the bill is
moved slowly from side to side through an angle of 90°. The head appears
to move as if by clockwork, and a number of these movements are made
in succession. The birds also exhibit a pattern known as the ‘“cooing” move-
ment. The head is suddenly lifted and thrown right back until the nape touches
the back of the bird which simultaneously emits a cooing sound.

The work of Tinbergen (1951) on the behavior of the three-spined stickle-
back provides a classic example of fixed action patterns. In the spring, the full-
grown male stickleback migrates to shallow water, where it lays claim to a terri-
tory. It then builds a tubular nest resting on the stream’s bottom. The breast of
the male turns bright red, and any other male entering the territory, easily
recognized at this time by his bright coloration, is hastily and aggressively
dispatched. The female who lacks this vivid coloration is greeted in quite a
different way. Because she is pregnant, her abdomen is swollen and she swims
with an uptilted posture. The male moves towards her in a zigzag fashion
and then retreats slowly towards his nest. If the courtship has been successful,
the female follows him. The male points to the nest with his nose, whereupon
the female cautiously enters. The male quivers and prods her abdomen vio-
lently with his nose. He releases spermatozoa to fertilize the eggs as she spawns.
From then on, the male takes charge of the eggs and fans them with his
tail in order to adequately supply them with oxygen. After hatching, the young
stickleback has contact only with the male who looks after the young or occa-
sionally with other young. Yet, at maturity the stickleback displays the whole
cycle of sexual behavior without prior experience.

These patterns are by no means confined to insects, fish, and birds. In
recent years, a number of such patterns have been described for primate spe-
cies. Gorillas, for example, display a typical pattern of threat behavior, which

! Ogden Nash expresses something of this concept when he states:

The song of canaries
Never varies,

And when they’re moulting

They’re pretty revolting.
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FIGURE 3-2 An example of play fighting in young gorillas. After a session of rough playing the
‘‘victor’’ drums with his hands on his chest while the loser climbs away. After Eibl-Eibesfeldt (1970).

is the pattern well known to viewers of Tarzan films as the pounding with
clenched fists upon the chest (Figure 3-2). Chimpanzees also beat their chests
as well as beating against special drumming trees or other resonating objects
if they are in captivity.

By a study of the gestures and signs, particularly those of greeting, threat,
and acceptance, it is possible for a human to penetrate to some extent the
communication barrier between chimpanzees and man. Jane Goodall describes
how, after an interpretive study of the chimpanzee’s social ceremonies, she
was able to use these signs herself to become accepted and greeted as another
chimpanzee. Similar investigations are in progress with the behavior patterns
of gorillas. Intrepid investigators of these animals have also become accepted
as members of the group by the display of appropriate behavioral signs (Fig-
ures 3-3 and 3-4).

THEe StiMmuLUs RELEASER. The questions now arise as to how these fixed
action patterns are initiated, and what is the relationship between the patterns
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FIGURE 3-3 Young male in-
specting the genital area of a new
female in his group.

of muscle movement and the events or stimuli occurring in the world around
the animal.

Tinbergen showed that the male three-spined stickleback welcomes females
to his territory after having constructed a nest but that he drives other males
away. In other words, he is able to differentiate between a pregnant female
and an intruding male; they court the former and fight the latter.

The features that allow the animals to distinguish between males and
females appear to be the uptilted posture of the pregnant female and, more
importantly, the red coloration of the male. Tinbergen constructed a series
of models which he presented to males that had already established their terri-
tories. Almost irrespective of the shape of the model, the fact that the belly
portion was painted red was significant in releasing fighting in the territory

FIGURE 34 Gestures used by chimps when meeting. The lower ranking chimp holds hand out
in begging fashion. After Eibl-Eibesfeldt (1970).
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FIGURE 3-5 The critical stimulus is discovered for
eliciting a particular kind of behavior. Here the four bottom
figures all have a red belly, and regardless of shape they
elicit aggression behavior in the three-spined stickleback.
The upper model is ineffective. After Tinbergen (1951).

owner. Red belly coloration was thus said to be an important stimulus releaser
(Figure 3-5).

The response occurred almost as a perceptual mistake or an errror, because
response was made to only part of the environment, namely the red coloration
of the belly. Its blind and uncomprehending behavior led it to ignore other
aspects that may have been important.

Another example of a stimulus releaser can be found in the behavior
of the herring gull chick. Parent gulls, noted for their scavenging, return to
the nest and disgorge food for the benefit of the chick. The bill of the herring
gull is yellowish in color, but it also contains a bright red spot on the lower
mandible. As the parent’s bill opens the chick pecks in the direction of the
red spot and receives the food. The actions of the parents and the chick are
thus coordinated in feeding. The chick normally pecks at the parent’s bill,
but it may also be induced to peck at models constructed to resemble, in differ-
ent degrees, the bill of the parent. Chicks direct pecks towards the models,
although they barely resemble the parent’s bill in physical appearance, if
the model has a red spot situated on it at a convenient pecking position (Figure
3-6). In the absence of the spot, pecking may not occur, although the model
closely resembles the parent’s bill in other respects. Clearly, the red spot acts
as the trigger for the pecking response.
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FIGURE 3-6 Young herring gulls will peck at a cardboard model of their mother
so long as there is a red dot close to the mouth. With it gone, they will not peck
even though the rest of the face looks normal. After Tinbergen (1951).

Another example of a stimulus releaser is the behavior shown in the
visual cliff situation (see Chapter 2). It has been reported by a number of
investigators that small chicks shortly after hatching show fear of a sharp
decent such as that of a stair or the edge of a box. Although a sheet of clear
plastic may be placed over the box, extending the surface on which the animal
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can walk, the animal nonetheless avoids the edge. This type of behavior
is observed particularly strongly in kittiwakes, which are cliff-nesting birds.
The mechanism that has evolved to avoid plunging over the cliff is a retreat
with slow, shuffling, backward steps. As we have already seen, human babies
show a somewhat similar response, and they too avoid visual cliffs of a similar

type.

TaE SuPERNORMAL RELEASING STIMULUS. Occasionally models may be con-
structed that prove more effective than the real or actual stimulus occurring
in nature. Plovers, for example, prefer to incubate a model egg painted black
with white spots rather than their own egg which is a lightish brown with
darker spots. Oyster catchers, when faced with a choice among their own
egg, one twice the normal size, and one three times the normal size, choose
the biggest one to incubate despite its large size and the discomfort of sitting
astride such a large object (Figure 3-7).

This supernormal releasing effect is not confined to birds. Howard Smith
showed the same effect in rats. Laboratory rats, for example, press a lever
that enables them to open a window to view other rats. Plasticine models
of rats with colored features are more effective as a stimulus in this viewing
situation than a live rat placed in a similar position at the opposite side of
the screen; that is, the colored features of the plasticine model lead to a higher
response rate.

Facrors Horping THE ReLEAsiNG MecHaNIsM 1N CHECK. The etholo-
gists believe that each fixed action pattern is brought into a state of readiness
because there is a buildup of energy associated with it. Konrad Lorenz, the
Austrian zoologist, suggested the accumulation of this type of energy, when
he observed that the grayleg goose occasionally performed the pattern of re-
trieving an egg and placing it back in the nest even when there was no egg
to retrieve (Figure 3-8). This instinctive act pursued its course regardless
of the adequacy of its function. Normally such a response would be held

FIGURE 3-7 A stimulus controls the
release of specific behaviors. An oyster
catcher tries to roll a supernormal
model of an egg into its nest. After
Tinbergen (1951).
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FIGURE 3-8 Egg rolling movement in the grayleg goose. Sometimes this entire sequence is
triggered with no egg present After Tinbergen (1951).

in check, but apparently the energy for its expression had accumulated to
such an extent that it could no longer be restrained.

Lorenz applied these concepts to the study of aggression. Aggression is
widespread among animal species. For example, an ant which enters a strange
nest is submitted to prolonged seizure and dragging. Strange individuals are
often licked before being made the subject of attack by the home members
of the colony. It may be that chemical signals are particularly important as
the means by which the ant distinguishes members of its own colony from
foreign individuals against whom it is necessary to initiate an attack.

Dogs also show aggressive behavior that is related to social rank. Even
at the age of 6 weeks playful wrestling and biting is a common feature of
the behavior of many types of domestic dog. True aggression normally appears
at approximately the ninth week of life, and from then on, attacks by one
animal upon another can have serious consequences. It is also at this time
that one dog establishes dominance over another. The heavier dog has a con-
siderable advantage when males are involved in encounters, but weight is
less important in the case of females.

Lorenz drew attention to the submissive postures that dogs use to ward
off attack when they occupy a low position in the hierarchy. These postures
supposedly hold the aggression in check. In the absence of submission on the
part of one animal, aggression appears in a full-fledged form in the other
and usually terminates only when one of the contestants leaves the field.
Lorenz believed that there was an instinctive urge to attack, which builds
up in the potential aggressor, but, for the most part, is held in check by the
submissive postures of other animals living in the social group (Figure 3-9).
He believed that human aggression follows a similar pattern, supposing that
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the primitive instincts remain in an attenuated but essentially similar form.
Man, like other animals, has an innate urge to be aggressive. Lorenz argued that
there are prepotent mechanisms in the brain and that aggression comes about
because of some form of internal urge to attack.

An individual does not wait to be provoked, but rather the urge to fight
builds up even in the absence of provocation, until finally that individual
seeks the opportunity for fighting and indulges in spontaneous aggression.
However, we must be cautious in generalizing from animal behavior to human
behavior.

First, there are clear differences between one animal species and another.
Indeed, there are differences between man and the most closely related primate.
Second, although mechanisms are apparently laid down in the brain, it by no
means follows that such a mechanism induces a spontaneous buildup of the
urge to attack. Finally, it is possible to point to aggression, whatever the nature
of the stimulus conditions leading up to it, as potentially securing rewards that
would otherwise be unobtainable. Stuart Dimond (1970), in his book T he social
behavior of animals suggested that aggression can be viewed as an instrumental
act. Aggression is used to service the needs of man, and any hostile aggressive
act that brought about satisfaction would increase in frequency.

THE DEVELOPMENT AND UNFOLDING OF INSTINCTIVE PATTERNS

If behavior patterns make an appearance at a certain time and seemingly
bear little relationship to the developments which have gone before, then such
behavior is generally attributed to maturation, i.e., behavior arising spon-
taneously as the result of growth and differentiation of the nervous system
and which is not dependent for its origin on factors outside of the organism.

Often, however, there is a gradual transformation from infantile behavior
patterns to the more integrated ones of the adult. Simple and undifferentiated
responses develop to more complex sequences and chains of activity. Weiss
(1939) in his book Principles of development stated

The condition of the central nervous system at the time
that it is first functionally activated can be compared to a
ship at the time of its launching. While it still remains to
be completely outfitted it is already capable of floating,
moving, and being steered. In the same way the central
nervous system, when activated can transmit impulses, co-
ordinate them and can control the musculature in a gen-
eral way.
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FIGURE 3-9 Threat and fear expressions in cats. In each row, fear increases downward and
aggression increases from left to right. From Leyhausen (1956).

Clearly, many of the developments of the instinctive patterns take place
out of the existing structure. In terms of the ship analogy, they represent
the complete outfitting that makes the vessel something more than a hulk.
They change it into a completely functioning unit, i.e., something geared to
behave in a way closely related to the environment. One example illustrating
the unfolding of instinctive patterns is the development of the adult song of
the chaffinch from the infantile and juvenile forms.

The chaffinches begin the process of calling while they are in the egg.
The calls at this time are extremely restricted and are most noticeable for
distress calling, which occurs if the eggs are cooled slightly at a time just
before they hatch. After hatching the nestling is equipped with a restricted
range of calls. Again the most noticeable are those of distress, but contentment
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FIGURE 3-9

calls are also heard frequently. From the time the young become fledglings up
until the time they reach sexual maturity they produce the juvenile or imma-
ture form of the song known as the subsong.

The simplest of these subsongs consists of a series of steady chirping notes
which can be described by the word tchirp. These sounds are repeated and
they fluctuate in pitch. Toward the end of the song, there may be an intense
burst of sound called a rattle, although this is usually not in evidence at this
time.

The subsong remains much the same throughout the first year of life,
but, when the fledgling becomes sexually mature in the spring, the subsong
undergoes a change. The male forms the full song out of the elements of
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the subsong when it enters the new territory in the spring. The change from
the subsong to the full song is related to the circulation of sex hormones in
the animal’s blood stream. This is illustrated by the fact that the injection
of sex hormones results in the appearance of the full song at an earlier time.
However, these hormones are not the only factor leading to production. If
the young are taken from the nest at 5 days of age and reared in auditory
isolation, they produce a clear juvenile subsong; but when the time comes to
replace this with the adult song, a simplified and debased form is produced
(Figure 3-10). The song is not divided clearly into three phases, and it lacks
the terminal flourish so characteristic of the normal song. While these songs
are of the normal length and contain the right number of notes, the whole
performance is at a low level. (Deafened birds also show this pattern.) Thorpe
regards this performance as the blueprint of chaffinch song, i.e., the part that
must be coded genetically.

The fact that some auditory input of the songs of other individuals is im-
portant to the development of full song is further illustrated by wild birds that
are caught in their first autumn and raised from then on in auditory isolation
until the next spring. The song of these birds resembles normal chaffinch
song much more closely than that produced by birds raised in isolation from
the first 5 days of life. This suggests that the auditory input from the songs
of other birds has its influence chiefly during early youth. While the basic
outlines of the song are inborn, stimulation from other individuals is also
important in fully developing the song.

The capacity to modify song by listening to sounds has also been analyzed
by playing tape-recordings to the animals during their isolation. However,
isolated birds will not learn any pattern which they hear. For example, there
is no modification of the song to an artificial pure tone sequence of sound,
but the song is changed as the result of exposure to genuine recorded chaffinch
song, even when played backwards or distorted by the rearrangement of the
phrases.

Not all species are the same in the pattern of development of their song,
but the picture is similar in a number of species, including chicken juncos.
The important feature is the existence of a genetically coded blueprint for
song that is filled out by later factors such as the concentration of sex hormones
and the early experience of the song of other birds.

INBORN BEHAVIOR AND LEARNING

Inborn patterns of behavior form a kind of fabric that later learning overlays.
The two become woven together in interlinking strands. This can be seen
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FIGURE 3-10 (a) The sound spectrograph of a normal chaffinch. (b) Song after being raised in
isolation. (¢) Song produced by an individual from a group raised in isolation. (d) The song from a
bird reared in isolation after “‘tutoring’” from an abnormal chaffinch song. After Thorpe, W. H. Bird

song. London & New York: Cambridge Univ. Press, 1961.
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in the nest-building behavior of birds. In the absence of opportunity to learn
from previous generations, the birds construct nests, but, as in the study of
the behavior of ravens, skill is acquired during the course of construction.
Ravens learn to select only those twigs that can be manipulated and incorpo-
rated into the nest fabric. Also, many innate patterns are used to facilitate
fresh learning. For example, chimpanzees retrieve a banana suspended by
a string somewhat above their reach by stacking boxes one on top of the
other. The animal stretches up, reaches its arms high in the air, and grasps
the banana. Yet, chimpanzees pile objects one on top of the other and climb
onto them as part of their normal pattern of play (Figure 3-11). It is as
if the animal is performing this pattern in the learning situation and incor-
porates it into the task of reaching the banana. Thus many fixed action patterns
can become interwoven with learned responses and used to solve problems
that would otherwise present the animal with great difficulty.

IMPRINTING

Imprinting is a particular example of the situation where learned and innate
factors interact. The term imprinting is derived from the German term,
Pragung (coining or stamping). It was first used to refer to the tendency
of newly hatched geese or ducks to respond by following the first large moving
object encountered, very much in the same way as they would normally react
to their parents.

Lorenz raised goslings on an estate near Vienna. Goslings hatched by
the goose immediately followed their mother around the estate. Goslings
hatched in an incubator, however, were denied the opportunity to see their
mother. The first living being that these goslings saw was Lorenz. He acted
as a substitute for the mother, and the goslings followed him around the estate.
Lorenz now took the duck-imprinted and the human-imprinted ducklings and
marked them to distinguish them from each other. He then placed all duck-
lings under a large box, while the mother looked on. When the box was lifted,
the two groups of ducklings rushed headlong toward their respective parents,
one group towards the duck and the other group towards Lorenz. The early
experience of the animal had determined its social preference. Lorenz called
this phenomenon imprinting. He was the first person to point out that imprint-
ing: (1) occurred early in the life of the organism; (2) appeared to be confined
to a brief period early in the life of the individual; (3) was irreversible once
established; (4) occurred to a broad class of objects; and may be established
long before it is evident in behavior.
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FIGURE 3-11 Chimpanzees are capable of a wide variety of cognitive
acts. Here they are seen putting sticks together and trying to reach a high
piece of fruit by stacking boxes together and trying to fetch it with a
stick. From Kéhler (1925).

Lorenz also pointed out that this form of response may also be important
in determining social choice, as occurs, for example, in sexual pairing later
in life. Although the views of Lorenz stimulated much research, not all of
this research has confirmed his view. For example, there is evidence that im-
printing may be established to one object even after the animal has already
become imprinted to another object. This suggests that imprinting can occur
outside of the critical period and is not completely irreversible.

Human beings are not the only objects apart from the animal’s mother to
which a young chick or duckling will become imprinted. Hess (1959) reports
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FIGURE 3-12 The imprinting process. (a) A young duckling is exposed to a male
duck that emits a sound and subsequently follows it in preference to a duck emitting a
different sound. (b) The strength of the imprinted response is related to the amount of
effort made in following the original model. From “Imprinting in Animals’ by E. H. Hess.
Copyright © 1958 by Scientific American, Inc. All rights reserved.

how he began a study of imprinting in the laboratory. The imprinting object in
this case was not a living being but a model of a male mallard duck (Figure
3-12). The subjects used in this experiment were young mallard ducklings.
The eggs were collected from a nearby duckpond, and the animals were isolated
from one another when they hatched. They were then exposed to the imprint-
ing object at different ages to determine the age at which the imprinting experi-
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FIGURE 3-13 Ducklings are most effectively imprinted at the age of 16 hours. This is called their
critical age. From “Imprinting in Animals” by E. H. Hess. Copyright (©) 1958 by Scientific American,
Inc. All rights reserved.

ence is most effective, Some imprinting occurred immediately after hatching,
but the ducklings were most ready to imprint to the object when they were
exposed to it between 13 and 16 hours after hatching (Figure 3-13).

The behavior of following may occur to a variety of objects, including
cardboard boxes, football bladders, balloons, and model railway trucks. However,
it usually holds that the hatchling has a restricted experience of the world and
usually only follows another object in the absence of its mother.

Other animals, in addition to birds, show imprinting. Guinea pigs follow
moving objects in the same way that goslings do. It also has been suggested
that imprinting-like processes operate in the attachment of the young to the
mother in primates, and the question has arisen as to how far the attachment
of the human infant to the mother is an imprinting-like process.
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SUMMARY

In recent years, the work of the ethologists has provided a new spur to the
study of instinct in man, not so much in terms of his mental makeup but
regarding patterns of behavior viewed from within the framework of evolution-
ary theory. Man does not stand apart from the biological forces that have
led to the shaping of the behavior of each species as it is today. In fact, the
ethological viewpoint with its emphasis on instinctual patterns and innate
behavior has significantly influenced the way we study human behavior.

Students of psychology, however, will need to be on their guard against
some of the claims of popular ethologists. Desmond Morris, for example, sup-
poses that because human beings are related in evolutionary terms to the
other primates they share a common ancestry with them, and much that
typifies the behavior of monkeys is a part of a common heritage. Human
beings obviously form part of the evolutionary continuum, but it is a matter
of argument as to how far man has moved along the evolutionary scale. There
are differences between even closely related species in the animal kingdom
and there are certainly major differences between man and the most closely
related primates. Also, it is by no means clear that instinctive forces in human
nature are as fixed and as unchanging as Lorenz has suggested. The capacity
to learn assumes a more important status, which we will see in the next section
on human development.
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Emotional
Behaviol

The development of emotional behavior is both a fascinating and fragile pro-
cess. We will discover that there are critical periods during development when
an organism should be exposed to certain kinds of influences if it is to experience
a normal adult emotional life. It frequently comes as a surprise to learn that
depriving a rat or human child of the right kind of environmental stimuli at
particular times during development has dramatic effects on subsequent
behavior.

In addition, we will examine three basic aspects of emotional behavior:
“love,” “fear,” and “aggression.” An experimental analysis of “love,” for ex-
ample, has been carried out by Harry Harlow at the University of Wisconsin.
The work was done on monkeys, but has wide implication. For the most part,
Harlow studies the psychological consequences of depriving newborn monkeys
of normal monkey interpersonal relations. But before starting, we should be
clear on the body mechanism involved in emotional arousal.

BIOLOGICAL MECHANISMS

The most important physical mechanisms involved in emoting are the
autonomic nervous system (sympathetic and parasympathetic) and the en-
docrine system. Both are complex systems that interact in the body to secrete
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FIGURE 4-1 Sites and functions of autonomic nervous system innervation.
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chemicals and neurally innervate (i.e., signal for action) many internal organs
such as the heart, lungs, intestines, bladder, and sex organs (Figure 4-1).

In a typical stressing situation, for example, the normal rhythm of these
systems will be disrupted as a result of innervation of the sympathetic division
of the autonomic nervous system. The hypothalamus, a neural control center,
will also be active as well as the pituitary, a gland at the base of the brain
in charge of all endocrine functions. This gland secretes a chemical called
ACTH (adrenocorticotrophic hormone), which travels by way of the blood
stream to the adrenals, a set of glands near the kidneys. The outer segment
or cortex of these glands responds to ACTH and, in turn, produces chemical
hormones called steroids. These hormones again travel through the bloodstream
and accelerate the metabolism of all tissues throughout the body.

The parasympathetic system is not as involved in excitatory behavior
as is the sympathetic system. While the sympathetic system tends to trigger
all systems it innervates at once, the parasympathetic system acts more spe-
cifically. Among its other functions, it is active in producing erections in men
as well as expelling feces and urine.

EFFECTS OF STIMULATION IN INFANCY

How these biological mechanisms act in the development of emotional behavior
can be seen from work done by Levine and Mullins (1966) at Stanford Univer-
sity.' They' made a most remarkable discovery' concerning the effects of not han-
dling young rats. The adult behavior of these rats deviates from the normals in
that they appear terrified of new environments. Placed in a clear plexiglass
box for the first time, these rats will cower in the corner, while a normally
handled rat will run about exploring its new environment with enthusiasm.

Levine relates his work to the well-known fact that during stressing situa-
tions the pituitary and adrenals release several hormones with ACTH being
the dominant one. He discovered both his deprived rats and handled rats se-
creted just as much when they were given a stressing test, but the pattern
of response of the two was completely different. The deprived rats were slow
in producing ACTH, but, once aroused, the ACTH level remained high for
a long period of time. The normal rat’s ACTH level rose and decreased quickly,
being present only when it was needed. This latter kind of response, of course,
has a greater survival value for the animal, while the slow and sustained
response of the experimental group can cause an ulcer in the long run and
eventually death by adrenal exhaustion.

It has also been noted that early stimulation and handling has the effect
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of accelerating the neural development of the CNS. Cholesterol, which is a
chemical found in high concentration in growing white matter of the brain,
is found in even higher concentration in the handled or stimulated rats com-
pared to the unstimulated rats.

These telling experiments unhappily are confirmed by observation of
the developmental rates of children living in institutional homes. The child
raised in a foundling house tends to be retarded and is more susceptible to
disease. He even takes a longer time to smile than the child raised in a family.
Thus the effects of infrequent handling, a problem in institutional care, can
be seen even in humans, and it has been suggested that the foregoing physio-
logical mechanisms are involved.

EMOTIONAL STATES

Heterosexual Affectional System

Harlow (1971) got the idea that there may be a heterosexual affectional
system in animals from an observation his daughter made on their pet guinea
pigs. It turns out the male guinea pig is very amorous. Upon introduction
of a female into his cage, there is a steady development of a relation where
the guinea pigs stare at each other, nuzzle, and cuddle one another. The final
sexual act is not characterized by rape so much as by patience. The male
starts by purring, nuzzling, licking, smelling, and brushing up against the
new female who at first is quite frightened by the whole matter. The male,
nonetheless, conquers. At this point, if a new female is introduced into the
cage, the male approaches her in the same friendly way he did before. A
previously seduced female becomes furious, however, at such activity and
does not tolerate infidelity. Although the male will finally win, it is clear from
these observations that there is a well-developed heterosexual affectional system
in these guinea pigs.

Harlow has demonstrated a similar affectional system in the rhesus mon-
key with a series of stages. There is an infantile stage lasting through the
first year. Here the monkeys partake in inappropriate and inadequate sexual
play and posturing. This is followed by the preadolescent stage, which con-
tinues into the third year for the female and the fourth year for the male.
Here the posture and sexual play is appropriate, but the animals are unable
to complete the act. Then there is the adolescent and adult stage, which is
like the foregoing, but reproduction is possible.

In the beginning we must have clearly in mind what are the normal
sexual postures of the rhesus monkeys. In Figure 4-2, we see the sexual
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invitation when it is initiated by a female (a), the invitation by the male (b),
and lastly the normal male—female sexual act (c). In the infantile stage as
early as the second month of life, the males show earlier and more frequent
sex behavior than do females. While the males almost never assume the female
sex posture, the females frequently display the male sex posture. In general,
frequency of sexual behavior increases progressively with age for both sexes.

From the start there are few threatening responses by females, whereas
males continually threaten other males and females as they grow up. The
differences are clearly seen. Also, females are much more likely to passively
respond to a threat. They characteristically adopt a position of presenting
to the male and then let events take their course. In addition, the grooming
response, which is critical for monkey socialization, is almost exclusively a
function of the female. This caressing is a very important part of the infant-in-
fant affectional system that Harlow feels is essential to the normal development
of adult sexual behavior.

The implications from these studies are clear. It is hard not to believe
that many of the sexual differences that normally develop are a product of
the genetic story. These basic primitive responses unfold in man as in the
monkey and play a critical role in the overall development process that leads
to sexual activities that we as adults enjoy.

Love

What is love? Usually such ephemeral questions as this are left to poets,
philosophers, priests, and YMCA leaders. Psychologists as a rule have not
tackled it because most experimentalists believe the subject is not approachable.
Many psychologists think the concept itself is perhaps illusionary. Yet Harlow
has unearthed a number of phenomena that can easily be thought of as love or
at least represent the biological primitive of that behavioral state in man.

One approach to this problem was revealed in Harlow’s now classic experi-
ment. Instead of letting newborn monkeys be raised with their mothers, they
were placed in cages that had cloth surrogate mothers or sometimes wire-
framed mothers. Babies without a real mother would desperately cling to
these frames. Harlow would then shake the frame violently in an effort to
make the surrogate mother unappealing, only to find the baby monkeys cling-
ing to the surrogate as tightly as ever. None of these monkeys so raised demon-
strated neurotic behavior at this point. They were clearly devoted to their
mother, which in this case proved to be nothing but a cloth-covered or wire
surrogate.

It was only when a large number of monkeys, which had been raised
in separate cages away from their normal mothers, grew up that a number
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FIGURE 4-2 The normal sexual soliciting posture in the rhesus mon-
key. (a) The female wants the male. (b) The male is presenting himself
to the female. (c) They get together in the normal sexual position.
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of truly remarkable phenomena were seen. The older they became the less
normal they became. In general they would sit in their cages staring off into
space. They were completely mute and were indifferent to other monkeys
and to people. (Monkeys are usually extremely volatile and reactive to people.)
These neurotic monkeys had a tendency to bite themselves voraciously and
also to adopt a number of strange behaviors such as clutching their head in
both hands and rocking back and forth.

Harlow later placed a number of these monkeys in the same cage. When
males and females were allowed to interact in this fashion, a normal sex act
seldom occurred. Instead the monkeys almost had a platonic relation toward
one another and would never violate the other’s privacy. He then tried to push
the matter and tried to see whether these abnormally raised animals could
perform sexual acts.

At this point we took the 17 oldest of our cage-raised
animals, females showing consistent estrous cycles, and
males obviously mature, and engaged in an intensive re-
education program, pairing our females with our most
experienced, patient, and gentle males, and our males with
our most eager, amiable, and successful breeding females.
When the laboratory bred females were smaller than the
sophisticated males the girls would back away and sit
down facing the males looking appealingly at these would-
be consorts. Their hearts were in the right place but noth-
ing else was. When the females were larger than the males
we can only hope that they misunderstood the males inten-
tions, for after a period of courtship they would attack and
maul the ill-fated male [Harlow, 1962].

Curiously, the effects of social deprivation can be titrated to a rather
fine degree. If newborn monkeys are not allowed to develop infant-infant
normal affectional relations, they turn out to be social disasters as adults.
They neither desire nor partake in sexual activity nor do they desire inter-
personal relations. On the other hand, if an infant raised without a mother
is allowed the normal peer group relations, normal sexual behavior is seen
when they are adults. Yet, there is a striking difference. These motherless
females, while able to reproduce, have no inkling as to how to treat their
newborn baby (Figure 4-3). The motherless mother treats her own children
in the most heartless way and is seemingly devoid of all feeling.

It would appear then that this kind of study argues for the view that
there are certain biological primitive impulses that newborn organisms have.
The clinging response of the neonatal monkey to the real mother produces
the kind of information it will eventually need to be a mother. If the monkey
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FIGURE 4-3 The response of a neurotic mother toward her young. It is as if the mother never
learned how to behave toward children because she never had a mother to teach her.

clung to a wire surrogate, the primitive impulse in no way can be nurtured
and developed along a normal course. Similarly, peer—peer interrelations are
necessary for the normal development of sexual behavior. It would seem that
without these interrelations the affectional system never properly develops
in animals and perhaps also in man.

PSYCHOANALYTICAL VIEW OF SEXUAL DEVELOPMENT

Sigmund Freud, of course, tells the story of emotional development quite differ-
ently. After listening to hundreds of disturbed men and women, Freud set
forth his theory of psychosexual development. It was not arrived at as the
result of experimentation, but as a post hoc analysis of abnormal behavior.

In brief, Freud maintains the human child is born with an overpowering
drive—the sexual drive. He called this the libido. If its normal course of devel-
opment is ever frustrated, grave consequences would eventually occur. The
libido was nourished by stimulation of various erogenous zones on the body.
Indeed any “pleasurable impulses” are taken by Freud to reflect a link to
sexuality.

Freud maintains that we advance through five sexual stages. If frustration
at any stage occurs, fixation at that stage may take place whereby the person
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spends an abnormally long time at that level of psychosexual development.
At times, regression or a return to an earlier stage of development occurs.

The first stage is the oral stage, which lasts through the second year.
Here the body receives great pleasure from the sensation of sucking.

Next comes the anal stage. The critical erogenous zone has shifted to
the anal region and the two- and three-year-old finds great pleasure in defecat-
ing. However, at this time the parents maintain that feces are a “no-no” and
start to toilet train. As a result, according to Freud, a conflict arises. Whereas the
child wants to take his pleasure anytime, the parents are trying to impose
a schedule for this performance.

After the anal stage comes the phallic stage. The primary erogenous zone
has now shifted to the genitals. The child discovers the genitals are capable
of eliciting pleasures. This ushers in sexual awareness and the Oedipal conflict.
Freud says that little boys fall head over heels in love with their mother
and desire them sexually. This produces a conflict between the father and
son, which is only resolved after the boy feels the mother has rejected his
advances. At this point the boy is left with only his father, if he is to have
the love of either parent, and consequently redefines him as ‘“the greatest”
and begins to identify with him completely. A similar series of events in
the opposite direction occurs for girls.

Then comes the latency stage. Because the child has had to suppress his
sexual desire vis-g-vis his parents, he suppresses all heterosexual impulses.
As a result he becomes sexually inert for a period of time. Finally, the genital
stage arrives at adolescence. There is a sexual rebirth with great interest in
the opposite sex. This usually lasts until death.

So there it is. According to Freud, any tampering with the normal course
of events such as frustration, punishment, or facilitation will increase the prob-
ability of abnormal sexual behavior. This basic design of development has
produced most of Freud’s psychoanalytic theory, a theory not easily neutralized
by experimental data.

FEAR

Once again we must focus on the problem of the origin of a primitive emotion.
Is fear innate or is it learned as a result of an interaction between the organism
and the environment?

The problem has been carefully studied in the mallard duck by Ronald
Melzack (1965) and his colleagues. It is well known that all gallinaceous birds
and in particular the mallard duck are afraid of hawks. The simple movement
of a cardboard hawk-shaped figure over a duck will produce a violent response.
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In fact, the critical stimulus features of the paper hawk are the short neck
and the long tail, characteristics of most predatory birds.

Melzack ran an experiment in which he raised young ducks from birth.
Some experienced overflights of the hawk almost from birth, while other birds
were raised in complete isolation. When tested at 25 days of age, the isolated
ducks showed a tremendous response to the hawk, while the hawk-exposed
ducks showed none. Yet, even in the deprived ducks, the violent response
abated and disappeared completely in three days. The conclusion here is that
there is certainly an innate component to the fear response, but that it can
be modified by events in the environment.

In children the appearance of “fear” comes early. In the newborn any
great shift of body position or posture seems to produce what J. B. Watson
called a “fear” reaction, one of three basic reactions he felt newborns had.
This, however, simply shows that the “idea” of fear is inborn, not that the
fears we accumulate in a lifetime are present from the start. These fears
are mostly acquired through a process of conditioning or other complex pro-
cesses active in the inculcation of these very basic behavioral responses.

In a classic study by Watson and Rayner (1920), a young baby less
than a year old by the name of Albert was conditioned to “fear” a rat. Every-
time the child was in the presence of the rat, a piece of metal was struck
near the child. Soon the child began to cry vigorously when the rat alone
was presented.

Albert’s “fear” reaction generalized to other stimuli that resembled the
rat such as a rabbit, dog, cat, or simply a ball of wool. Other completely
unrelated stimuli such as the ever-present examiner caused no such reaction.

Just as fear can be learned using standard conditioning procedures, fear
reactions can be eliminated by the operant procedure of “fading in.” Here
the fearful stimulus is gradually introduced to the environment in a positive
context as in the standard procedure used in handling fear of the dark. In
one study, a child feared dark rooms. During the course of playing ball with
a friend, the friend made sure the game moved toward a dark room. Finally
and “accidentally” the ball rolled into the dark room. Almost without hesitation
the child, in this positive context, went into the room for it. An hour before,
the room held only terror for the child.

AGGRESSION

The problem of aggression is discussed more than it is understood. Every con-
ceivable view on the subject is represented with authority, and more than
one theory is in direct conflict with another. There are, on the one hand,
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theories that aggression is strictly inherited and exists outside the control of
environment. On the other hand, there is the notion that all aggressive behavior
is learned.

Aggression is a very difficult concept to define. Is it aggression when
a cat kills a mouse for dinner? Or is it only aggression when a cat kills a mouse
and chooses not to eat it? These are complex distinctions to make, and one
can see from the start that the same piece of behavior can be variably de-
fined. In man, this is a particularly profound problem. Is it aggression when a
black ghetto teenager who has been repressed all his life robs Whitey’s
liquor, store, or only aggression when he robs another black man’s store? When
he robs the white man he most likely defines the act as “getting even” and
will receive large reward from his peers for his action. His act is interpreted
as “just” and within the strict moral framework of his friends. If, however,
he robs a black man’s store, the act would be considered aggressive and anti-
social by his own peers.

To take a more straightforward example, consider abortion. Up until June,
1970, it was a crime in New York and considered quite an act of aggression
by both the doctor and the patient. Now it is legal and the “aggressive” aspect
of the act has disappeared and been replaced with euphemisms such as “neces-
sary,” “intelligent,” etc.

Clearly all organisms have a certain rate or level of aggression. If aggres-
sion is defined as the tendency to engage or challenge the environment, then
one can view all activity on a continuum, with some responses viewed as
more ‘“‘aggressive” than others. The student who studies 10 hours a day is
more aggressive than one who studies 5 hours. Without a certain minimum
level of aggression, man and animals could not exist.

Ethological View

Most ethologists and general biologists feel the tendency for aggression is
innate. It is not due to a bad or deprived environment. Rather, the aggression
tendency can be turned into destructive behavior by a bad environment.

In the animal kingdom the predators who hunt and kill for food are
not viewed as doing so out of fear, anger, or “meanness.” Indeed, in the
long run it would work to the predator’s disadvantage to view all prey as
objects to be killed since enough of his prey must survive to produce another
generation so as to make more food. With respect to the prey animal, aggression
i1s only a defense response. As a result most ethologists point to the basic

survival value of aggressive behavior; it is a positive force, not a negative
force.
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What is difficult to explain by “survival value” is the intraspecies aggres-
sion commonly seen among animals. This is where animals of the same species
engage in fighting each other. Konrad Lorenz (1963) maintains that most
of the fighting in this category is ritualistic and never leads to killing or even
serious fighting. It is a symbolic show of who’s boss. It is this kind of data
that has led many scientists to maintain man is the only species that kills
his own. While this pure separation of responses is contested by other scientists,
it would seem fair to say there is a trend in this direction.

In summary, the biological view is that the organism has a clear disposi-
tion for aggression. Without it, most organisms simply could not survive. The
tendency only takes a violent and antisocial turn when the environment does
not allow normal outlets for aggressive behavior.

Psychological View

Most psychological views build on the biological analysis. In general, psy-
chological notions deal with aggression in the sense of violent, antisocial behav-
ior, i.e., aggression gone sour.

Once defined in this light, there are many factors involved in aggressive
behavior. Simple physical pain can lead to aggressive behavior. N. H. Azrin
and his colleagues (1964) have shown how two monkeys calmly and peacefully
sitting together one minute can be viciously fighting each other the next. By
painfully stimulating one monkey through a set of electrodes, the pain-induced
monkey goes crazy with rage and attacks the nearest object, which in this case is
the peaceful monkey. This is like the husband coming home from work, throw-
ing open the door, and saying “Hi, Honey,” only to have a frying pan thrown
in his face by an exhausted and exasperated wife and mother of five children.
It is not too surprising that aggression often takes the form of violence.

Many psychologists have wondered whether the aggressive impulse can
be channeled and the tensions released through nonviolent means. For instance,
the exasperated wife may prefer to feed her husband the food she knows
he likes least that evening, or she might say shame on you for allowing me
to have five children.

Albert Bandura (1969) at Stanford University has shown that children
easily and continually imitate the aggression they see on the part of adults
around them. In one study, nursery school children watched a movie picture in
which an adult behaved aggressively toward a toy clown. When the movie was

over, some children watching the film tended to behave aggressively toward the
same clown figure presented to them.
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This same kind of reaction can be seen from a study by Sears (1961) on
the effects of punishment on aggressive behavior of children. Mothers who were
very punitive toward their children produced boys and girls who themselves
tended to be extremely aggressive and violent toward others and their play
objects around them. Less punitive mothers found their children to be far
less aggressive and violent.

Most studies on aggression suggest that the normal aggressive impulse
can be cultured and sent in a positive direction or can be frustrated and sent
in a negative direction. The final outcome is clearly an interaction between
the biological organism and its environment.

COGNITIVE CONTROL OF EMOTIONAL BEHAVIOR

We have briefly described but three of a wide range of emotions. By isolating
them in this manner, we could mistakenly come to believe that the brain
is organized in such a way as to similarly isolate them into specific brain
circuits. This notion in fact has become widely accepted. However, it is also
the basis of a considerable and fascinating controversy in psychology.

It was William James who first proposed a theory of emotional behavior.
He stated quite simply that “the bodily changes follow directly the perception
of the exciting fact and that our feeling of the same changes as they occur
is the emotion [James, 1890, p. 449].” In other words, James felt our emotions
are the direct result of visceral and other bodily changes that accompany
a behavioral event.

This idea was directly attacked by Canon who pointed out that a total
separation of the viscera from the central nervous system does not eliminate
emotional behavior. He had also observed that the same visceral states occur
in a wide variety of emotional states. His views gave rise to the idea that
there were specific neural structures in the brain that were responsible for
our emotions.

With these lines drawn, several psychologists have urged a hybrid view.
The dominant idea today is that the cognitive state of a person is extremely
Important in emotional behavior. During an emotional response, there is first
a general bodily arousal. Subsequently, the cognitive system interprets and
gives affective meaning to the arousal. If an individual is in a positive social
and psychological state, an arousing event will produce positive feelings. How-
ever, if the person is in a negative social and psychological setting, arousal
will lead to negative feelings.

Much of the fascinating work that supports this cognitive—visceral inter-
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action view of emotion has been done by Schachter (1971) (see Chapter 21).
He has recently reviewed a large body of data that demonstrates that visceral
changes are important in emotional behavior. Schachter draws attention to
a series of studies by Hohmann carried out with patients with spinal cord lesions
occurring at various levels of the spinal cord. A striking effect on the patients
emotional life has been found (Figure 4-4). The lower the lesion in the cord,
the less damage there is to neuronal input from our viscera to the brain.
With a higher lesion, the input to the brain from the viscera is almost com-
pletely eliminated.

Hohmann asked the subjects to compare an emotional event both before
and after their lesion. The prediction was that with a higher spinal cord lesion
the subjects would now feel less emotion. Hohmann found exactly this. The
patients described themselves as acting emotionally but not feeling emotional.
One patient said, “It is sort of a cold anger. Sometimes I act angry when
I see some injustice. I yell and I cuss and I raise hell because if you don’t
do it sometimes I've learned people will take advantage of you. But it just
doesn’t have the heat to it that it used to. It is mental kind of anger.” These
results clearly support the cognitive-visceral interaction theory of emotional
behavior.

SUMMARY

The wide range of emotions we experience daily is what gives us a sense
of being alive. It colors our life, for without emotions humans would be
automatons with each life event seemingly no different from any other. The
general state of bodily arousal that is involved in emotional behavior is effected
by the brain through the autonomic nervous system as well as the endocrine
system. Whether an emotional system develops normally seems to depend
on whether the proper social and environmental conditions are present during
critical periods in early development.
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Self-Control

We have seen so far that man has a wide range of emotions and that there
are rich genetic as well as environmental factors that are critically involved
in the development of our emotional life. Emotions, of course, play an im-
portant role in motivation, and it is our motivation to do things that sometimes
places us in behavioral patterns we would rather not be in. Need we be the
victim of early emotional development or can we gain self-control of our
behavior?

In this chapter, the question of self-control will be discussed. It is simul-
taneously one of the most fascinating and one of the least understood areas in
psychology. In general terms, the problem of self-control has two meanings.
It can refer to the process whereby an individual can control his behavior
in the direct sense of showing great willpower by denying himself certain
of life’s pleasures. For example, the chain-smoker who decides he must quit
smoking for health reasons and does so instantly is one with great self-control.

In addition to this meaning of self-control, the term has come to mean
something else in the psychological literature. In a way it has come to mean
what behavior a person must go through when he lacks the kind of self-control
just described. Thus, the smoker who wants to quit but can’t is a person
who must evolve other behavior patterns in his effort to stop. We will describe
such a case later, but first let us examine the case of the individual with great
self-control, the man who can stop smoking at will. Those who study the

80
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problem in this form quickly find themselves dealing with the problem of
inculcation of values and most usually of moral values. Through what psycho-
logical process do we acquire such values as “good health,” “abstention,”
and the like? Clearly, when studying self-control

)

“moderation,” “fair play,’
of this kind we are dealing with a strong behavioral phenomenon. When a
class B premed student who desperately wishes to get an “A” in his organic
chemistry course does not cheat when given a foolproof opportunity, we are
dealing with a strong value system. Why doesn’t the “cheater”” have the same
value system?

INCULCATION OF MORAL VALUES

Since it is extremely difficult to study the primary inputs during development
of how any aspect of our mental life arises, psychologists tend to analyze
how, once in, it can be changed or manipulated in some systematic way.
With knowledge gained here, hypotheses are easily generated on how moral
values arise in the first place.

Much of the work done on this problem derives from the theory of cogni-
tive dissonance, which is described in detail in Chapter 23. In brief, this is
the notion that peoples’ beliefs, attitudes, and values change as a consequence
of their behavior if the behavior is in conflict with a value they hold. More
specifically, when a person holds two different cognitions that are incompatible,
dissonance is produced, and, because this state is psychologically incompatible,
it forces the person to achieve consonance by changing one of his cognitions.
This psychological process is very active in our internalization of values. A
classic experiment by Aronson and Carlsmith (1963) illustrates these ideas.

Children were viewed through a one-way mirror as they played with
five toys placed on a table. After a while, a preference hierarchy for the toys
was established for each child. The experimenters then spaced four of the
toys around the room leaving the second-ranking toy alone on a table. At
this point, one of three experimental conditions was initiated. In what was called
a “no threat” condition, the experimenter told the child he could play with
any toy in the room while he was gone. He then took with him the second
ranking toy on the table. In a “severe threat” condition, the second-ranking
toy was left on the table and the child received the same instructions except
he was told not to touch that toy at all or he would be severely punished.
A “mild threat” condition was the same except here the punishment for touch-
ing the toy was to be mild.
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Through the one-way mirror the experimenter watched the children for
10 minutes. None of the children in the severe and mild threat conditions
touched the toy on the table even though they looked at it frequently. In
the first condition, of course, the child had no opportunity to play with the
toy. At this time the experimenter returned and asked the children to rank
order the toys once again. The results are seen in Table 5-1. Clearly, the
children were all affected by the experience. All children changed their prefer-
ence for the second-ranking toy. In the control or no threat group it became
more desired, which is to say we like the forbidden. But, more important,
the preference for it also increased in the severe threat group where a strong
punishment was forthcoming if the toy was touched. However, in the mild
threat condition it actually decreased!

The authors explain these results as follows.

The results clearly support the theory of cognitive dis-
sonance. In the severe threat condition, an individual’s
cognition that he did not play with an attractive toy was
consonant with his cognition that he would have been
severely punished if he had played with the toy. There
was no need for him to provide further justification for his
abstinence. However, when he refrained from playing with
the toy in the absence of a severe threat, he experienced
dissonance. His cognition that he did not play with the toy
was dissonant with his cognition that it was attractive. In
order to reduce dissonance, he derogated the toy.

In this experiment, the cognition that gave way was the value placed
on an external object. However, we are more interested in the attending conse-
quences. As Festinger and Friedman (1964) point out, the process described
here does not explain how these events affect our deeper moral values. It is easy
to imagine how a robber might react to not stealing in the pressure of mild
threat. The robber simply decides that the object of his initial desire really
is not worth stealing. To find out whether changes in basic attitudes occur,

TABLE 5-1 Change in Preference for Forbidden Toy?®

Preference

Increased Unchanged Decreased

No threat (N =11) 7 4 0
Severe threat (N = 22) 14 8 0
Mild threat (N = 22) 4 10 8

¢ From Aronson and Carlsmith (1963).
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Mills (1958) conducted an experiment dealing with the attitudinal con-
sequences of succumbing to or resisting temptation. The experimental design
placed sixth-grade students into a situation where it would be either highly
or barely rewarding to cheat. However, the students first answered a question-
naire on their views about cheating. Two days after the experiment they
were questioned again and their attitudes were compared. With this experi-
mental design, we can see how resisting the temptation to cheat in the presence
or absence of reward affects one’s moral position on cheating as well as how
actually cheating affects one’s personal attitudes on cheating.

The results of this experiment were clear. Those who were found to be
cheaters in the presence of a high reward experienced little change in their
attitude about cheating. Those who cheated with only a little reward at stake
predictably viewed cheating even more leniently afterwards. The interpreta-
tion is that they have a cognitive or value about the “badness” of cheating.
Since they cheated for a very small reward, they must rationalize that there is
very little wrong with cheating. The noncheaters who maintain their “honesty”
in the presence of great temptation wind up strongly opposed to cheating.

There are, of course, additional mechanisms involved in the inculcation
of values. Other studies have shown that the simple frequency of saying some-
thing is effective in changing a person’s attitudes about an idea or object.
The point we wish to make here is that values are inculcated in a variety
of ways, and, when they exist in strength, they can be responsible for much
of our self-control. In the following section we will gain insights into how
people control their behavior in the absence of this kind of self-control.

BEHAVIORAL THEORY AND TECHNIQUES USED IN GAINING SELF-CONTROL

Some years ago, a smoker, a woman in her thirties with three young children,
received some frightening news concerning her chest x ray. A lesion about
the size of a quarter was clearly visible on the upper right lobe of her lung.
No one seemed to be quite sure what caused the lesion, but everyone was
convinced that smoking was somehow involved. The woman, a devoted two-
pack-a-day smoker, was panic stricken. Not only did life seem suddenly short,
but, as a result of doctor’s orders, her one source of release, smoking, was
being denied. Believing herself incapable of an abrupt halt in smoking, she
decided in favor of methods that would assist her in gradually reducing her
cigarette consumption. Since smoking is often paired with other activities, e.g.,
smoking and reading, the woman decided that she would permit herself a
cigarette whenever she wanted one, but with the stipulation that she must
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smoke it in the bathroom. At first, there were innumerable trips to that area,
which led some of the members of her family to be a bit concerned. Two
months later, smoking was reduced to about five cigarettes a day, but the
woman found herself unable to either smoke less or quit altogether. When
an x ray report revealed that the lesion had calcified and healed, the relieved
patient returned immediately to smoking two packs of cigarettes a day.

The smoking habit has been particularly unyielding and, as we have just
seen, rarely comes under self-control, even in the face of intense efforts by
psychologists and others to devise methods to help eliminate this dangerous
habit. The management of self-control techniques is essential for those who
wish to stop smoking. These methods, developed in the laboratory, have suc-
ceeded in causing the reduction rather than the elimination of smoking among
participating subjects.

Gaining self-control by behavioral techniques has been formalized by the
well-known behaviorist, B. F. Skinner (1953). He has defined self-control in
terms of reward and punishment. He maintained that all instances of self-control
(or the lack of it) can be described in terms of variables of reward that we
experience in everyday life. Since a great deal of research in self-control has
utilized the application of both reward and punishment, we will define and
give examples of these terms from a behaviorist point of view.

REINFORCEMENT AND PUNISHMENT

Reinforcement and punishment are considered the two fundamental deter-
minants of behavior (Figure 5-1). Reinforcement increases the performance
rate of a behavior, while punishment decreases performance rate. There are
two types of reinforcers, positive and negative. Positive reinforcers are stimuli
that, when introduced in an experimental situation, lead to an increase in
the subject’s responding. For example, a hungry rat, sitting in a box, will
press an attached lever at a very low rate. However, if the rat receives a
food pellet for every bar press, the rate of bar pressing will increase greatly.
The food pellets are positive reinforcers, since they increase the output of
another behavior. Negative reinforcers are essentially aversive stimuli, the
removal of which increases responding. Electric shock, for instance, when re-
moved from the rat’s cage, would lead to an increase in bar pressing; thus,
the shock is a negative reinforcer.

Punishment is a behavioral event that has the effect of decreasing a par-
ticular piece of behavior (Figure 5-2). The procedure can be utilized in two
ways, again with negative and positive reinforcers. The clearest example of
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punishment is the introduction of shock, a negative reinforcer, while the rat
is bar pressing for food pellets. Another example of punishment, though not
classic in nature, is the removal of food pellets, the positive reinforcer, from
the lever pressing situation. A rat will markedly decrease its lever pressing
in both situations.

The most common procedures, used in self-control experiments carried
out by behaviorists in real life situations, have involved the application of
positive reinforcers for reinforcement, and negative reinforcers for punishment.
Thus, watching television, reading magazines, and drinking coffee are used
in contingencies to increase other behaviors, and are examples of reward. Shock,
cleaning the toilet, and sweeping the walk are negative reinforcers that will
decrease other behaviors when used in contingency situations and are forms
of punishment.

SKINNER’S DEFINITION OF SELF-CONTROL

Skinner (1953) contends that, when a person practices self-control; he manipu-
lates his own behavior variables in exactly the same way he manipulates those
of another person. The use of reward and punishment in controlling the be-
havior of another person can be reversed and applied to oneself, so that one
can both reward and punish oneself (Figure 5-3). We can apply pepper sauce
to the tongue of a nail-biting friend every time we see him chewing his nails.
We can promise and deliver an ice cream cone to a young boy for tidying
up his room. These punishments and rewards are straightforward and easy
enough to administer to oneself in a similar situation, but there are instances
where self-reinforcement and self-punishment are elusive, unlikely, and inap-
plicable. Take the case of spanking, for instance. It is probably the oldest
and most popular form of punishment, but is unlikely to be used by the adult
in the control of his own behavior. But one can control his own “mental
events,” by saying positive or negative things about himself.

Skinner mainly views self-control as a procedure for decreasing an un-
desirable behavior for he wrote, “an organism may make the punished response
less probable by altering the variables of which it is a function. Any behavior
which succeeds in doing this will be automatically reinforced. We call such
behaviors self-control.” He lists several methods of self-control, consisting
mainly of controlling responses (Figure 5-4). Placing a time-lock device on
the door of the refrigerator to eliminate snacking between meals is a controlling
response. For those who cannot resist shopping sprees, leaving credit cards
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Punistiment far nail biting Reward for cleaning room

FIGURE 5-3 Methods of rewarding oneself.

or money at home would be a controlling response. The controlled responses,
eating and spending, become less probable behaviors. The major feature of
this procedure is the interruption of a behavior sequence at a very early stage.

SELF-CONTROL VIEWED AS BEHAVIORAL TECHNIQUES

The view of self-control as a series of behavioral techniques has resulted in
a variety of methods for controlling certain kinds of behavior. Self-reinforce-
ment, self-punishment, and stimulus control have all been found effective in
changing behaviors. Eating, smoking, studying, and improving the self-image
are some of the behaviors that have been subjected to behavioral techniques,
involving principally those based on self-control. The following outlines the
several methods used to create self-control using behavioral techniques.
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FIGURE 5-4 Skinner's ideas on how to control responses.

Self-Reinforcement

Negative self-reinforcement, or the removal of aversive stimuli to increase
responding, has been little used. The popular approach in human research
has been the introduction of a positive reward as a self-reinforcer. This tech-
nique has been used to help students with dating problems, to relax children
who behave disruptively in school, and to improve academic performance.
Positive thoughts are also utilized in conjunction with behaviors that have
a high rate of occurrence; the thoughts are designed to help improve an indi-
vidual’s self-esteem.

DirecTeED LEARNING PARADIGM. This paradigm is the first of three main
experimental paradigms utilizing self-reinforcement as its main technique. In
the directed learning experiment, the subject is given a learning task and
is reinforced by the experimenter only until the subject has achieved a low
level of learning on the task. At this point, the subject is given control of
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the reinforcement, and can administer his own rewards on the basis of his
subsequent performance.

Vicarious LEARNING Parabigm. Vicarious learning, also referred to as
modeling, consists of a subject, usually a child, who watches the performance
of another individual. The model, or performer, plays a game of skill, in
this case a miniature bowling game. Upon achieving a prearranged score,
the model rewards himself by taking candy or tokens from a freely available
source, while at the same time praising himself for<his performance saying,
for example, “I deserved that, that was a good shot!” The score that permits
self-reinforcement is made explicit through the model’s comments. When the
model has completed his performance, the child, or viewer, is then offered the
opportunity to play the game himself, and his self-reward pattern is monitored.

TEMPTATION PARADIGM. The situation here involves the phenomenon of
illegal self-reinforcement. Rewards are freely available to the subject; however,
the experimenter instructs the subject concerning the standards that must be
achieved in order to merit self-rewards. Though the rules are clearly given,
no effort is made to enforce the rules subsequently, nor does the experimenter
remain in the same room. The equipment used in such procedures automati-
cally detects any undeserved self-rewards.

Self-Punishment

In this procedure, an individual presents negative consequences to himself
in order to decrease the probability of engaging in a target behavior. The
use of electric shock has been most heavily used in the lab as a punishment
for smoking, drug addiction, hallucinations, and sexual disorders. The use of
a self-imposed time-out procedure, in which a subject denies himself somie
positive reinforcement when he engages in an off-limits behavior, has been
effective. For instance, if an individual smokes his forbidden cigarette, he must
refrain (time-out) from reading the newspaper that evening (Figure 5-5).
We assume that the subject is a devotee of the evening paper who will view
his deprivation of the paper as a punishment procedure.

AUXILLIARY TECHNIQUES. The emphasis in this experimental procedure is
in gaining control over stimuli and their variables and introducing responses
that are incompatible with the undesired response. In part, overeating is due
to the visual availability of food. Therefore, by storing food out of sight, for
instance, we can reduce eating. The same kind of procedure can be employed
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Smoking forbidden cigarette: Denying self prerogative of
reading newspaper

FIGURE 5-5 Controlling responses by administering self-punishment.

where ability to concentrate needs to be strengthened. In this case the student’s
desk is cleared of all but essential items, so that the desk becomes a stimulus
for study (Figure 5-6). Since it is difficult to eat and talk on the telephone
at the same time, the latter would be considered incompatible with the un-
desired response, eating. Walking outdoors, playing tennis, and attending
concerts would all be considered incompatible with eating and therefore highly
desirable activities.

THE CONTROL OF OVEREATING

Since much behavior is heavily controlled by external stimulus conditions,
the frequency of indulging in certain activities can be reduced by simple
changes in stimulus conditions. Eating is less likely to occur, for instance,
if food is stored out of sight. In 1971, Stanley Schachter demonstrated that
overweight people are less responsive te internal hunger states than people
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FIGURE 5-6 Controlling responses by eliminating stimuli. (a) Eating is reduced by removing food
from sight. (b) Studying is improved by eliminating distractions.
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FIGURE 5-7 Having alternative responses is a good way to control responses. These activities,
which are incompatible with eating, would be helpful to those who want to lose weight.

of normal weight. The overweight group is controlled primarily by the sight
of food.

In studying methods to overcome obesity, R. B. Stuart (1967) considered
that three basic steps needed to be followed.

1. An assessment made of the variables that influenced eating

2. An examination of the manner in which the variables could be
manipulated

3. Subject is reminded of the harmful effects of overeating

The control of eating activities was managed by the introduction of dis-
tracting behaviors that were, for the most part, mutually exclusive with eating
(Figure 5-7). The behaviors involved such activities as calling a friend, taking
a walk, etc. Stimulus control procedures were introduced. The subject was
required to confine any eating activities to a specified chair, located in a speci-
fied room. He was not to pair his eating with any other activities such as
watching television, reading, or drinking. In addition, imaginal procedures
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FIGURE 5-8 Imaginal procedures are also effective in controlling behavior. A
big eater is told to imagine awful things about his food.

were introduced in order to encourage a dislike for food. For example, the
subject was instructed to relax and dream about being on the verge of de-
vouring a luscious, gourmet meal. At this juncture, he was asked to interpose
a highly aversive image of a rat emerging from the roast, flies struggling
in the salad, or some other nauseous possibility (Figure 5-8). In this particular
study, eight patients were followed in their application of self-control tech-
niques for the period of a year. All subjects managed to adopt and maintain
new eating habits as well as sustain a weight loss that ranged from 26 to
47 pounds.
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THE CONTROL OF STUDYING

In 1962, L. Fox met with a group of students who complained of having
ineffective study habits. The students spent initial meetings describing their
course schedules, after which they carefully examined their study habits. The
experimenter then gave explicit instructions to the students in the use of stim-
ulus procedures to encourage study. Students were advised to clear their desks
of all distracting objects, confine their studies to just that particular desk, and
to leave the vicinity as soon as they felt their attention beginning to stray.
In order to prolong study time, students were asked to read an extra paragraph
or work out a simple problem prior to leaving the study area. Students reported
studying more effectively for longer periods of time. These self-imposed stimulus
control methods succeeded in minimizing the aversiveness of studying and
maximizing the information retained while studying.

DELAY OF GRATIFICATION

Self-control programs ordinarily require the temporary sacrifice of certain im-
mediate pleasures for the sake of more distant, fulfilling ones. Whatever
factors enable a person to delay gratification should also facilitate self-control.
W. Mischel and his co-workers (1966), viewing self-control as the ability to
postpone gratification, conducted a series of experiments with young children
on precisely this issue. Youngsters were encouraged to deny themselves an
immediate, small reward in favor of a large, delayed reward.

DIDACTIC SELF-CONTROL

Behavior modification procedures have proved quite effective with institutional-
ized populations in state mental hospitals. The ‘“token economy,” in which
members can increase their privileges by performing token-rewarded behaviors,
is an active, lively institution compared to the usual state institution where
torpor and hopelessness seem to grip the members. However, outside the institu-
tion, where environmental control is neither feasible nor possible, only self-
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control methods can be relied upon with any seriousness. In the behavioral
approach to self-regulation, the relationship between the patient and the
psychologist resembles that of a training or tutorial situation. In this case,
the psychologist instructs the patient in behavior analysis and control, skills
that can make a life more effective. In 1965, R. Goldiamond introduced a
formal didactic course in behavioral analysis for his patients. Self-control
methods were taught, starting with the appraisal of both the behavior and
the environment of each individual in the group. Each subject was then in-
structed in the procedure for manipulating his own behavior, i.e., using the
techniques we have already mentioned of self-reward, self-punishment, and
stimulus control. This particular approach to handling problems is considered
feasible for adults with high intelligence who nevertheless lack the techniques
that can help them to change either their environment or their own behavior.

THE COVERANT AND AN ORIGINAL VIEW OF REINFORCEMENT

Several years ago, L. Homme (1965) introduced the term coverant and restored
the “mind” to behaviorism. The term coverant is an abbreviated version of the
terms covert (a hidden and unmeasurable behavior) and operant (a highly
visible and measurable behavior). Early behaviorist systems refused to consider
mental events on the grounds that they were of no importance; it was the
behavior that counted. Homme proposed using thoughts as covert responses
that could be modified. Homme had his subjects use positive statements about
themselves whenever they engaged in a high rate of preferred behavior. These
statements had virtually no currency in the subject’s repertoire. For instance,
a person with a negative self-image was instructed to think or say “I am a
worthwhile person,” or “I am the master of my fate,” and to increase the
frequency of the statement by using it prior to engaging in any preferred
behavior such as eating or driving, etc. (Figure 5-9). The rationale for estab-
lishing the contingency of performing a low rate or nonpreferred behavior in
order to perform a high rate or preferred behavior follows from the view
that reinforcement is a relative rather than an absolute phenomenon (see
Chapter 16). Any behavior will reinforce another, provided only that a higher
rate behavior is made contingent upon a lower rate behavior. Homme utilized
high rate behaviors in human beings in precisely the same manner. He re-
quired his subjects to make high rate behaviors contingent upon positive self
statements. This approach was designed to increase positive as well as decrease
negative self-evaluations.
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FIGURE 5-9 The coverant response.

THE ROLE OF MODELING IN SELF-CONTROL

In a series of modeling studies, Albert Bandura (1962) at Stanford examined
some of the variables that influenced children to reinforce themselves. In one
study, children observed while an adult played a miniature bowling game. The
adult adopted very high standards of self-reward, that is, he had to achieve a
high score before reinforcing himself either with praise or with goodies. The per-
formance standards were encouraged by other adults who were present in the
experimental situation. Subsequently, when children played the game, they
imposed the same high performance standards on themselves before engaging
in self-praise or other self-reward. Models who were permissive and playful
with children prior to the modeling procedure were not taken as examples,
especially if high performance standards were set. Children who received a
kind of nurturing, consisting of play and affection in this case, did not emulate
their hard driving models in the performance situation, but tended instead
to reinforce themselves for attaining low scores. The most austere pattern
of self-reward was displayed (1) by children who had experienced a fairly
cool relationship with the model; (2) when children were not exposed to con-
flicting standards, e.g., peer model who set lower standards for self-reinforce-
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ment than did the adult; and (3) when other adults encouraged the adult
model for his standards in the presence of the child observer.

Surprisingly, the absence of the experimenter seems to have very little
consequence to the subject in these modeling studies, for a subject who has
adopted high standards of self-reward will continue to behave in the same
fashion whether or not he is under surveillance. One of the problems with
viewing modeling experiments of this type as being examples of self-control
is that the child seems to model the adult’s total performance, of which the
self-reinforcement sequence is only one portion. It is simpler to assume that
the child imitates the adult model rather accurately, including his reinforce-
ment pattern; but it would be questionable to conclude that the child now
has high standards because his self-reinforcement pattern is austere.

THE ROLE OF ANXIETY IN SELF-CONTROL

J. Aronfreed (1968) believes that the major goal in socialization of the child is
the development of the conscience. The child is taught to internalize certain
social sanctions such as the inhibition of aggressive and sexual behavior. Aron-
freed views anxiety as playing an important part in self-control (Figure 5-10).
Anxiety is acquired as a component of punishment during childhood, but it is
aroused whenever a tempting situation arises and causes the individual intense
discomfort. Self-critical behaviors inhibit action, reduce the anxiety, and relieve
the discomfort. Aronfreed stresses the importance of self-control in reducing un-
comfortable “states” that arise from childhood punishment anxieties. He later
describes straight reward techniques that are used by families when children
manage to inhibit certain kinds of behavior. It is not clear whether the child
manages to inhibit certain kinds of behavior through self-criticism in order to
reduce the anxiety of punishment, or because he receives both lavish praise or
material rewards from adults when he does so.

A great deal of monitoring of the child’s behavior takes place at home

Childhood Adult

FIGURE 5-10 Aronfreed's concept of the role of anxiety in self-control.
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by the parents. This monitoring is gradually shifted to self-monitoring, and the
shift is produced by continuous guidance and reinforcement. Middle-class
parents who are oriented toward a child’s intentions rather than his actions
are apt to use reason and explanation in order to establish an internal guide to
action. Working-class parents respond to concrete actions; they use physical
and direct punishment methods rather than verbal chastisement. One finds that
self-regulatory behavior is reinforced in middle-class American families.

SUMMARY

Since most studies on self-control are viewed as a series of behavior techniques,
specific methods for controlling certain kinds of behavior have resulted. Self-
reward, self-punishment, and stimulus control have been the most frequently
applied techniques for changing the frequency at which certain behaviors will
occur.

The introduction of coverants as mental events that could be modified
helped enlarge the view of behavior as something more than a series of motor
events. Utilizing positive self-statements, such coverants were made in conjunc-
tion with preferred behaviors. The procedure helped to increase the self-estima-
tion of subjects who had a low opinion of themselves.

There is a great deal of self-control that is practiced inadvertantly. People
distract themselves from bothersome thoughts by watching television, engaging
in hobbies, etc. The use of diversions are used casually by some, while others
must be taught how to control their thought processes through instruction.
Presently, instruction consists of the application of self-control methods to
behaviors that need to be reduced or increased. The examination of the
phenomenon known as self-control is still in its infancy, for most experimental
results are suggestive rather than conclusive. Nevertheless, the procedures do
have a short-term effect. The search is still on for techniques that will provide
long-term or permanent changes in one’s behavioral patterns.
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The Development
of Language

Language is one of man’s most complex behaviors. The subtlety and refinement
that is possible in this extremely sophisticated and abstract communicative
mechanism is overpowering. Where did it come from? How does it develop?
Is the capacity inherent in the brain, with the environment only adding par-
ticular information to an already present form? These are but some of the
questions that have fascinated so many students of behavior from anthropologists
and linguists to psychologists and physiologists. Each science has approached
language from its own perspective; from these efforts we have come to learn
something about this extraordinary complex psychological capacity.

In the past linguists have traditionally given us a formal analysis of the
properties of various languages. Their interest has been in dissecting a language
into its constituent parts. For example, a linguist may analyze how many
different words the Eskimo has for snow, or how many different ways one
can say “I'm sorry.” More recently, linguists have tried to specify certain
unusual rules that underlie the structure of statements in various languages
and have made formal statements about “rules of transformation,” i.e., the
rules for how one makes declarative, interrogative, active, or passive statements.

Today, psychology has united with linguistics in a new and vigorous
science of psycholinguistics. Psycholinguists approach language from an experi-
mental-psychological perspective. Given the linguist’s “rules of transforma-
tion,” for example, the psychologist may ask what is the psychological reality

100
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of these rules? If one does in fact go through a sequence of steps in transform-
ing an active to a passive statement, does this mean it takes longer to “process”
a passive statement than an active one? Or, since language involves memory,
the psycholinguist asks what can be learned about human mechanisms of
memory from language processing. Language and thought are also bound
around one another. How does language relate to thought? What happens
to thought without language? The physiologist asks if language is localized
in a particular part of the brain or if it is a general cortical capacity. How
is the brain related to language function? Which areas are crucial for speaking
and which for understanding; how are they interrelated? These are the kinds
of questions surrounding psycholinguistics, some of which will be discussed
in this chapter. But, before starting with these problems we will first consider
the great controversy that has arisen over the basis of language acquisition
in the child.

This conflict has come to be called the empiricist versus nativist argument,
and its chief spokesmen are B. F. Skinner, a psychologist on the side of empiri-
cism, and Noam Chomsky, a linguist on the side of nativism. Skinner is a
behaviorist who views language as verbal behavior that is reinforced. He
believes that the sentence is an association of words. Chomsky is a rationalist
who defines the sentence as a structure that is generated by a series of rules.
Children listen to the language spoken, formulate hypotheses about language
rules, and then produce sentences. Chomsky places great emphasis on the innate
capacity of the child for language, and insists, moreover, that man is unique
in this respect.

SKINNER'S VIEW OF LANGUAGE

Some years ago, while attending a dinner at the Society of Fellows at Harvard,
B. F. Skinner happened to be seated next to Professor Whitehead, the famous
logician. The two started an animated conversation on the topic of behaviorism
with Skinner arguing vigorously, and Whitehead listening carefully. Finally,
the logician agreed that a science of behavior might be successful in accounting
for human behavior, but he doubted that such a science could handle verbal
behavior. He insisted that in the arena of language something else must be
at work. Finally, at the end of the exchange, Whitehead flung this challenge
at Skinner: “Let me see you account for my behavior as I sit here saying,
‘No black scorpion is falling on this table.”” At six in the morning of the
following day, Skinner started his plans for a behavioral treatise of language.
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Almost twenty years later he published Verbal behavior (1957). Though the
account was not able to specify the stimulus for Whitehead’s remark on the
absence of a black scorpion on the table, the book did give a functional analysis
of verbal behavior that remained an accepted analysis until Chomsky subjected
Skinner’s views of language to severe criticism.

Skinner defined language in strictly behavioral terms. Abstract notions
of meaning and symbols were allied with nonbehavioral definitions of language
and had no currency for a behaviorist. Skinner asserted that language was
simply another form of behavior, a form he termed verbal behavior. In
addition, he stated that predictions could be made about the kinds of verbal
responses that occurred, quite as they were made for nonverbal responses.
Of the two main types of responses, reflex responses and operant responses,
the latter type was considered important in verbal behavior. Operant responses
differ from reflex responses in that they occur freely. There are either no
stimuli or no identifiable unconditioned stimuli that can account for operant
responses.

Of the several verbal operants described by Skinner, three appear to have
a great relevance for language development. If one wished to simplify
language, one might say that children like to name what they see, to express
their needs, and to mimic the sounds their parents make. In a nutshell, this
is how Skinner viewed verbal operants. He proposed that the tact, the mand,
and echoic response were the essentials of verbal development (Figure 6-1).
The tact, probably the most important of the verbal operants, is also most
closely allied to the traditional view of meaning. Tacts are verbal responses
for which the cause, or discriminative stimulus as Skinner called it, is a particu-
lar stimulus in the environment. The child, toddling about a room full of
objects, naming, TABLE, PUPPY, RED, PRETTY, LIGHT, is producing verbal re-
sponses called tacts. He is simply naming stimuli that he sees and knows.

Another factor that can produce verbal responses is some kind of depriva-
tion condition. Loosely speaking, the child verbalizes a need. When he says
COOKIE, he is not naming, he is expressing his hunger. This kind of verbal
response is called a mand, a shortened form of the term demand. There are
a number of deprivation conditions such as hunger, thirst, fatigue, etc., which
are discriminative stimuli for such mands as COOKIE, MILK, or NITE-NITE.

Finally, the tendency to repeat, or echo sounds, results in verbal responses
called echoic responses. Skinner considered that this tendency to mimic sounds
was extremely important to the eventual production of the correct speech
sounds made by children of a language community. The various types of
verbal operants produced by children are reinforced by the members of the
adult community. Attention, smiles, and the encouragement of correct gram-
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FIGURE 6-1 Skinner's major verbal operants in the language of the child. Examples of tacts
(left), mands (center), and echoic responses (right).

matical statements are the means by which the adult language community
assists the child in language acquisition.

Skinner’s analysis of sentence structure was behavioral rather than
linguistic (Figure 6-2). He did not define the sentence as a complete thought,
nor as consisting of a subject and a predicate, but rather as a grammatical
frame. Vocabulary items, that is, words, were placed in the frame in a se-
quential fashion. A person composing a sentence, gave nouns, verbs, and adjec-
tives first priority. Later, articles, prepositions, tense words, etc., were added
to the sentence frame. The sentence was viewed as proceeding by a series
of intraverbal associations, in which every word influenced the choice of the
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black scorpion falling, 1able
Frame 1
| |
fio black scorplon s talling the l tabie
Frame 2

‘Chain of assoelations:

FIGURE 6-2

Skinner's analysis of sentence structure.
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next word in the sequence. Skinner’s analysis, then, stated that every verbal

operant in the sentence served as a stimulus for the next verbal response,
so that the sentence was interpreted as a chain of associations.

INADEQUACY OF THE ASSOCIATIONISTIC MODEL

The associationistic model was not a radical proposal of Skinner, for it had
its origins in the nineteenth century, long before modern behaviorism. Karl
Lashley, a neuropsychologist, challenged the idea before Skinner had proposed
his model of language development, because he felt that it was quite inadequate
to describe the sentence as a stringing together of responses. He strongly dis-
agreed with the view that a sentence was mainly under the control of external
stimulation, which was later to be the essence of Skinner’s emphasis on the
importance of environmental stimuli. Lashley particularly disliked viewing the
sentence as being constructed of a series of intraverbal associations. This was a
far too superficial account of the sentence. Lashley (1951) believed that there
were a vast number of integrative processes involved in the production of
a sentence. These processes, however, could only be inferred by studying the
final results. To clarify his position, he offered an example from music. He
proposed that it was the melody that prompted the specific organization of
notes and chords. The melody dictated the form. To assume that notes followed
one another in an associationistic string was to ignore the reality of a melodic
plan.

Analogously, the sounds of a language are quite unpredictable. One would
be challenged, indeed, to try to predict the sound that might follow O---.
Sounds are determined by words. Word sequences are similarly unpredictable
since they, too, are determined by higher levels of organization such as the
phrase. With this kind of reasoning, Lashley made clear that linear or sequen-
tial predictions were not possible. Predictions could only be made about one
level of behavior by formulating assumptions about a higher level of behavior.
He challenged traditional psychology by stating quite flatly that an associa-
tionistic model could not account for the kind of grammatical structure that
exists in language. A psychology based on a theory that linked stimulus and
response units into a learning chain could not deal with a topic that was
obviously organized into classes, hierarchies, and structural patterns. Lashley
argued the point vigorously and convincingly, and there were many who
agreed with his views. Unfortunately, he was unable to formalize his proposal.
The actual description of the sentence as a hierarchical structure was made
not by a psychologist but by a linguist, Noam Chomsky.
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CHOMSKY’'S DESCRIPTION OF THE SENTENCE

In order to fully appreciate the kind of grammar a language user must have
in order to generate or produce a sentence, let us examine this very simple
sentence.

TIM ATE THE ORANGE

Let us approach the sentence in the hierarchical spirit as proposed by Lashley.
English speakers will intuitively sense some type of structure in the sentence.
We can say that the sentence consists of a series of relationships, in which
the words THE and ORANGE, for instance, are siblings, but in which aTe and
THE are barely kissing cousins. We can also say that the sentence consists
of an actor, an action, and an object that is acted upon. Further, we can
christen TIM, the actor, a noun (N); pronounce that the action ATE is a verb
(V); and conclude that the object acted upon, oRANGE, is another noun (N),
which is modified by an article (A), in this case, THE. In climbing up the
hierarchical ladder, we come to view Tim as having the status of an initial
noun phrase, even though, in this case, the phrase consists of only one word,
a noun. The sequence ATE THE ORANGE is a verb phrase, which can be analyzed
into the verb aTe, plus a final noun phrase, THE oraNGE. Breaking down
a sentence into its parts in this way reveals the constituent structure of the
sentence. This kind of analysis may lead to a hierarchical view of the sentence,
such as is revealed in the ‘“tree” diagrams.

Some linguists have not only been concerned with the constituent structure
of given sentences, but they have analyzed how sentences are changed or
transformed into many variations. The simple declarative sentence, for in-
stance, may be changed to a question or the passive voice, to name just two
alternatives. Generative grammar describes the rules for making these
transformations.

In 1956, Chomsky contributed the kind of theory that Lashley could not
himself provide. Chomsky proposed that a grammatical sentence could be gen-
erated by using a few basic terms, in conjunction with a few simple rules
that would permit terms to be rewritten as other terms. Let us assign the
letter S as the general description of a sentence (Figure 6-3). We then apply
an obligatory rule that instructs us to rewrite the term S as a noun phrase
plus a verb phrase. The next rule instructs us to rewrite verb phrase as a
verb plus a noun phrase. Then, the rule stipulates that noun phrase may
be rewritten as an article (A) plus a noun. You will notice that the rules
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S —— general deseription of a | ' /)
sentence :
<)
Aule 1. I L i R
Aule 2, VP —s= v 4 NP
Aule 3, NP —— A 4+ Vv
Rule 4, —l ate, drank , sang
Fute 5. A — - the, &, an
Rule B, N —— Tim, boy, apple

FIGURE 6-3 Chomsky’s (1965) rewrite rules for sentences.

permit only one term to be rewritten at a time. Finally, the rules can also
be demonstrated by a tree graph, which clarifies the idea of constituent struc-
tures. Our intuitions about the closeness of the relationship between certain
words is nicely borne out in an examination of those branches that bifurcate
from a parent branch (Figure 6-4).

The kind of grammar that we have been discussing is called a phrase
structure grammar. This, however, is not the only kind of grammar that is
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Tree diagram
The hierarchical organization of a sentence

FIGURE 6-4 Chomsky's tree diagram of the hierarchical organization of a sentence.

essential in the construction of sentences. There are different kinds of relations
that exist among sentences.

TIM ATE THE ORANGE

THE ORANGE WAS EATEN BY TIM
TIM DID NOT EAT THE ORANGE
DID TIM EAT THE ORANGE?

These sentences have differences that could be described in a number of ways.
Some theorists believe that individual sentence frames are learned separately,
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l.e., various types of sentences bear no relationship to one another. Others,
while agreeing that there are no intrinsic relations between the types of sen-
tences, insist that there are entirely too many types of sentence frames for
the speaker to learn individually. They propose certain kinds of rules for
producing the various sentence frames. They further consider that there is
one set of rules for forming active-declarative-affirmative sentences such as
TIM ATE THE ORANGE, another set of rules for forming passive-declarative-
affirmative sentences such as THE ORANGE WAS EATEN BY TIM, and so on.

The third main group proposes describing the relations among sentences
in terms of explicit rules of transformation. These transformational rules can
turn a declarative sentence into an interrogative sentence, so that, TiM ATE
THE ORANGE plus transformational rules for the question becomes bip TIM
EAT THE ORANGE? An active sentence that contains a specific kind of verb,
as well as an object, may be converted into a passive sentence in a fairly
simple fashion. Using the reliable sentence TIM ATE THE ORANGE, we find
that a passive sentence can be formed by the application of a transformational
rule that converts active sentences into passive ones. In an active sentence
the doer of the action comes first, next comes the action, and last comes the
object acted upon. Thus, TIM ATE THE ORANGE is an active sentence. In a
passive sentence the object acted upon comes first (the orange), then the verb
to be in the past tense (was), and the past participle of the main verb (eaten),
then the preposition (by), then the name of the actor or doer of the action
(Tim). THE ORANGE WAS EATEN BY TIM is a passive sentence. The transforma-
tions we have just made on our active sentence follow the linguist’s rules of
transformations, and are simply an economical and elegant statement of the
formal relationships within the sentence.

The theory of generative grammar, besides describing the rewrite rules
for producing a grammatical sentence, illustrates two very different types of
sentence structure. Surface structure emphasizes the actual form of a sentence.
Deep structure is seen as existing in the deep recesses of the generative process,
and is much more in touch with meaning. The psychological actuality of
both transformations and deep structure is open to question. Studies that ex-
amine the psychological reality of both of these concepts will now be
considered.

PSYCHOLOGICAL REALITY OF THE TRANSFORMATION

Earlier we discussed the possibility of testing whether there is any psychologi-
cal reality in the transformation idea. George Miller, a pioneer psycholinguist,
reasoned that if a grammatical transformation involved a lot of steps on a
formal level, it would also take longer to process. He argued that a simple
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transformation, one involving few formal steps, would take less time to process
psychologlcally He wished to test whether Chomsky’s purely formal trans-
formational rules could be translated into a measurable difference in speed
of processing (Miller, 1962).

Subjects who took part in this language experiment were given a set
of sentences to transform and were timed to see how long it took to process
various kinds of sentence transformations. The test involved the use of 18
simple, declarative sentences. The sentences in the experiment contained the
words JANE, JOE, or JOHN as the subject of the sentence; LIKED Or WARNED as
the verb; and THE smALL Boy, THE oLD WOMAN, Or THE YOUNG MAN as the
object phrase. From the 18 sentences that could be constructed (from the
various combination of nouns, verbs, and object phrases), negative, passive, and
negative-passive sentence transformations were composed for each variation of
declarative sentence.

Declarative sentence JANE LIKED THE SMALL BOY

Negative sentence JANE DID NOT LIKE THE SMALL BOY
Passive sentence THE SMALL BOY WAS LIKED BY JANE
Negative-Passive sentence THE SMALL BOY WAS NOT LIKED BY JANE

In one phase of the experiment, a test sheet consisting of a series of sentences
was presented to subjects who were required to match passive sentences with
their corresponding negative-passive sentences. For instance, a left-hand list
of a mixture of passive and negative-passive sentences had to be matched with
a right-hand list of similar sentences which were arranged in scrambled order.

—The old woman was warned by Joe 1. The small boy wasn’t liked by Jane

—The small boy wasn’t liked by John 2. The old woman was warned by
Jane

—The young man was liked by John 3. The old woman wasn’t warned by
Joe

—The old woman wasn’t warned by Jane 4. The young man wasn’t liked by
John

—The small boy was liked by Jane 5. The small boy was liked by John

—The young man wasn’t liked by Joe 6. The young man was liked by Joe

The subject was instructed to read the sentence in the left column, perform
the negative transform or its inverse, search for the proper sentence in the
right hand column, and then place the correct sentence number in the blank
space in the left-hand column. The results of this particular test series demon-
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strated that the simple negative transform list was completed in the shortest
period of time. Thus, the test list containing such sentences as

JANE DID NOT LIKE THE SMALL BOY
was processed speedily. The list containing passive sentences such as
THE SMALL BOY WAS LIKED BY JANE

took slightly longer, and the negative-passive transform took the longest to
complete. The study provided psychological evidence that a transformation
process was involved, for the more difficult a transformation was on a formal
level, the more time the transform took to process on a performance level.
The results of the above experiment are hardly definitive, however. To assume
that transformations take real time is to interpret transformational theory
in a particular way. This assumption is not part of Chomsky’s theory. Even
in the view of the experimenter, the use of a speed measure to assess the
reality of the transformation has a high degree of uncertainty about it.

Mechanisms of Sentence Recall

Deep StrucTURE MODEL. Transformational generative grammar has
spawned two main psychological models that describe the manner in which
people recall sentences. One model suggests that the deep structure determines
our memory for sentences. The deep structure idea received early support from
a series of experiments that showed that phrases with simple deep structures
were recalled more quickly than phrases with complicated deep structures. The
deep structure idea also gained support from an interpretation of Chomsky’s
elusive concept of the kernel sentence. In brief, the kernel sentence is a formal
arrangement of symbols upon which generative rules will work to produce a
spoken sentence. This kernel sentence is a basic aspect of Chomsky’s deep
structure system. It has been maintained that people remember a nonkernel
sentence such as a passive sentence by first transforming it into its kernel
structure and then placing a tag on the sentence that specifies the transforma-
tion that must be applied to the kernel when the sentence has to be reproduced.
To illustrate, THE sTORY was ToLD BY ME would be translated into structural
sequence that is more similar to that found in a declarative sentence. The
kernel might look like noun (pronoun) -4 verb (past tense) -+ article + noun
(common). The tag would then specify passive transformation. All this material
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The story was told by me,

[Noun (pr} +Verb tpast1+ Article '-'I-Noun'l::om )
] Bro

Ay
Kernel Uiy p:;ive

The story was told by me,

lal

The story was told by me;

The story was told by me.
ib)

FIGURE 6-5 (a) Chomsky's model of sentence memory. (b) Paivio’s model of sentence memory.

would be stored in this fashion until the time arrived for its reproduction,
whereupon the transform would be applied to the kernel to yield THE sTorY
was ToLD BY ME [Figure 6-5(a)].

The assumption that sentences are stored in this way seems sensible
enough. Kernels are far simpler in structure, and do not tax the memory
load as severely as do nonkernel sentences. Early research on this hypothesis

yielded supporting evidence, but several subsequent studies failed to verify
the assumption.
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ImaGERY MODEL. The second model has been proposed by Allan Paivio, a
Canadian psycholinguist who has found that one of the salient factors in
“remembering” is the degree of imagery of the noun. Paivio decided to investi-
gate whether it was the imagery value or the deep structure that enhanced
recall. The possibility of explaining memory or ease of recall in terms of
psychological processes (imagery) rather than with a linguistic concept (deep
structure) was an enticing possibility.

Nouns have varying abilities to arouse sensory images, so that a “colorful”
noun produces a more vivid image, and is subsequently more easily recalled.
To clarify the issue of whether deep structure or noun imagery contributes
the most to recall, subjects were asked to rate a number of nominalizations
according to their imagery value. Rated high in imagery were such subject
nominalizations as

Dancing girls
Migrating birds
Staring eyes
Wriggling tadpoles
Baying hounds
Falling stars

Rated low in imagery were the subject nominalizations

Existing situations
Persisting doubts
Vibrating wires
Thinking scientists
Longing mothers
Aspiring actors

Object nominalizations such as

Changing tires
Painting pictures
Mowing lawns
Mopping floors

were also rated for imagery value. Object nominals are considered identical
with subject nominals in surface structure, but the object nominals are more
complex in their deep structure. The extra elements in deep structure are
not visible on the surface, of course. For instance, PAINTING PICTUREs, an object
nominal, implies that some agent paints pictures. There are other variations
as well, so that the more complex deep structure is found in object nominals.
Noun imagery overshadowed all other linguistic devices as a predictor
of recall. The experiments ruled out quite conclusively that the simplicity
of deep structure facilitated recall. The better the imagery ratio on a nominal-
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ization, the better the recall. The object nominalization was as easy to recall
as the subject nominal provided that the two were rated equally high on
imagery value. The possibility exists, of course, that there is no such level
as deep structure. Paivio (1971) questions the necessity for such a concept in
psychology. Instead, Paivio proposes the view that words, phrases, and sentences
are encoded as images during input. When output is intended, the images are
decoded into original statements [Figure 6-5(b)].

HOW THE CHILD ACQUIRES LANGUAGE: CHOMSKY’'S MODEL

In 1959, Chomsky wrote an extremely critical review of Skinner’s book on
verbal behavior. One of the deep and irreconcilable differences in the two
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FIGURE 6-6 (a) Skinner's child acquires language.
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points of view rests on the fact that Skinner is a behaviorist and believes
in an essentially ‘“empty organism,” whereas Chomsky holds the view that
the organism is filled with theories and hypotheses. Skinner’s empty organism
is replenished with large amounts of learning experiences. Chomsky’s well-
filled organism makes constant guesses and assumptions about his learning
experiences. In Chomsky’s view, the organism imposes his structure upon the
environment, whereas Skinner envisions the environment as shaping and
structuring the organism. These differences in view are most clearly expressed
in their differing accounts of the acquisition of language by children (Figure
6-6).

Skinner claims that children learn language by the use of verbal operants
such as mands, tacts, and echoic responses, all of which are reinforced by
the language community. Chomsky states that the child must have a linguistic
theory and a strategy for grammar selection in order to learn language. These
prerequisites for language learning seem to be genetic givens, although the

(k)

FIGURE 6-6 (b) Chomsky's child acquires language.
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model does not indicate the specific nature of the prerequisites. The child
is exposed to his family and other adults who speak to him. This exposure
to language Chomsky calls the primary linguistic data. In other words, the
child is so constituted that he can construct a theory of his language solely
by being exposed to speaking adults. To make the assumption that a child
can formulate a theory of language in this fashion, one must have a very
strong belief in the innate capacity of the child for language. The element
of “learning” in this model is virtually absent. Chomsky considers that the
child “knows” a great deal more about language than he “learns.”

The child, in Chomsky’s view, is born with a store of possible grammars.
His knowledge of language is far greater than that of the primary linguistic
data to which he is exposed. One might almost say that linguistic data serves
simply as a catalyst for activating the theoretical proclivities of the child.
Exposed to examples of grammar in the language of his family, the child
actively formulates or rejects theories about that grammar. He can, for in-
stance, recognize grammatical sentences. In Chomsky’s view, a child who has
developed an internal code of rules that will guide him in the production
of correct sentences can be said to have learned a language.

EXPERIMENTAL APPROACHES TO CHILD LANGUAGE

There has been a great change in the manner in which language development
in children has been studied in the last few years. Vocabulary surveys and
frequency counts of grammatical classes, a general sort of “count and classify”
approach, was typical of the assessment that used to be made of the child’s
language development. Some years ago, child language was seen as an im-
poverished version of the adult model. Psychologists assumed that the adult
grammar was the correct and only form, whereas the child’s grammar was
viewed as a kind of unsuccessful attempt to approximate the adult form.
Recently, the psycholinguist has adopted an approach to child language that
the anthropological or field linguist used in his study of exotic languages.
They insisted that one could not apply the rules of English grammar to a
language such as Mandarin. Mandarin has a system of grammatical rules
that is pertinent to its own language structure, and grammatical rules for
English are of no consequence except when applied to adult English grammar.
When this insight was applied to child language, some extraordinary dis-
coveries were made about the grammar of the child’s first sentences. By assum-
ing that the child speaks as foreign a language as Mandarin, psycholinguists
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uncovered a great deal of information about how the child learns a language.
The present view states that the child is a fluent speaker of his own language
rather than a producer of a telegraphic form of English. The rules that the
child utilizes in constructing sentences are as law-abiding and unique as are
the rules utilized by adult speakers of English, Catalan, or Mandarin.

DEVELOPMENT OF THE PHONOLOGICAL SYSTEM

Before dealing with the structure of early sentences produced by children,
let us examine some of the early sounds as well as words that are found
among children raised in an English speaking community. Phonology includes
all the consonant and vowel sounds that are found in speech. Phonetics is
the study of individual sounds, how they are produced by the vocal tract,
and what they look like on a sound spectrogram (Figure 6-7). We are more
interested, in this section, with the area of phonemics, which concerns itself
with classes of sounds and how they differ (Table 6-1).

There are 46 phonemes in the English language, that is, 46 classes of
sounds. To demonstrate what is meant by a class of sounds, let us examine
the status of the sound P in the three words listed below.

Consanant Vowel

FIGURE 6-7 Development of the phonological system. (a) Vari-
ations in obstruction produce different consonants. Obstruction can
occur at the mouth, teeth, tongue, or velum. In this case a bilabial
(B or P) will be produced since the lips are touching. (b) A vowel
is produced with no obstructions. Vowel sounds are determined
mainly by jaw height.
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TABLE 6-1 The Phonemes of General American Englishe

General American is the dialect of English spoken in midwestern
and western areas of the United States and influences an increasing
number of Americans. Certain phonemes of other regional dialects
(e.g., Southern) can be different.

Vowels Consonants
ee as in heat tasin tee sasin see
iasin hit p as in pea sh as in shell
e as in head k as in key h as in he
ae as in had b as in bee vasin view
ah as in father d as in dawn th as in then
aw as in call gasingo z as in zoo
U asin put m asin me zh as in garage
00 as in cool nasinno | asin law
A asin ton ng as in sing rasin red
uh as in the fasin fee yasin you
er as in bird 6 as in thin wasin we
oi as in toil
au as in shout
ei as in take

ou as in tone
ai as in might

% From Denes and Pinson (1963).

Though it may not seem so to the untrained ear, the three P’s are quite differ-
ent acoustically. In spite of the differences that exist, they all belong to the
same phonemic class of sounds designated /p/. When two sounds differ so much
that they designate a different meaning, the two sounds are considered
different phonemes. pit and BIT are words that differ in meaning. All the
sounds in the words are the same except /p/ and /b/, and these sounds signal
a difference in the message, so that /p/ and /b/ are considered separate
phonemes.

At one time is was thought that the child learned the sounds of his language
by practice. Repetition and drill helped the child to graduate from approximate
to accurate linguistic sounds. Studies of the development of the child’s
phonology recently have shown that children learn sounds by noting maximal
differences first. The first distinction that the child makes is the vowel versus
consonant distinction. The vocal system differentiates vowel and consonant
sounds very simply. Vowels are generally unobstructed sounds. Variations
in the sounds of vowels are made by varying the height of the jaw. Consonant
sounds are made by producing obstructions either at the level of the lips,
teeth, tongue, or velum. Consonants are classified in English according to which
of the speech organs are primarily involved in making the sound (place of
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articulation) and the movements involved in making the sound (manner of
articulation). To get some idea of the classification of consonants, refer to
Table 6-2. As you can see from the table, most consonants are plosives and
fricatives. The names of the categories for consonants are simply descriptive
of the sounds produced. Plosives are explosive sounds made by the sudden
release of air; fricatives are sounds really made by the friction of air escape;
liquids are flowing sounds as their name suggests; and nasal consonants are
made through the nose.

The first group of consonant sounds that the child notes are labials. Labials
are consonants that are formed by an obstruction at the level of the lips,
and include such sounds as P, B, and M. Gleason (1961) wrote a rather clear
account of the development of phoneme distinctions in his daughter’s speech.
At first, the girl distinguished between labial and nonlabial stops, that is, she
distinguished between the labial stops P and B versus the nonlabial stops T,
D, K, and G. Later, she noted the difference between voiced stops D and
G versus the voiceless stops T and K. Voiced refers to the sound produced
by the larynx. The young girl was unable to establish the difference in the
sounds T versus K for a long time. For instance, her pronunciations of the
word CAKE included KATE, TATE, TAKE, and sometimes, accidentally, even
cakk! Since the words TAKE, KATE, and TATE were also meaningful terms
in her vocabulary, all of the words were confused with one another as well
as with the word cake. When the child finally discovered the distinction
between T and K, she proceeded to pronounce all the words correctly. Both
T and K are voiceless stops, but T involves an obstruction between the tongue
and the teeth, whereas K is formed by joining the velum to the soft palate.

TABLE 6-2 Classification of English Consonants by Place- and
Manner-of-Articulation®

Manner of articulation

Liquids
Semi- (incl. lat-

Place of articulation Plosive Fricative vowel erals) Nasal
Labial p b w m
Labio-Dental f v
Dental 0 th
Alveolar t d s z y I r n
Palatal sh zh
Velar k g ng
Glottal h

¢ From Denes and Pinson (1963).
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The first consonant sounds to develop in the speech of English-speaking
children are the M of mama and the D of papa, as any parent knows. Soon
the labials P and B are added, followed by the dentals T and N. A little
later, the velar sounds K and G appear, to be followed shortly by the semi-
vowel W. Only much later do the difficult sounds R, Th, S, H appear (Figure
6-8).

FIGURE 68 Phonemic devel
opment. Fair stages of conso-
nants ag (he child becomes clder.
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RELATIONSHIP OF BABBLING TO PHONOLOGY

It has been often said that out of babbling comes our first phonemes. Babbling
reaches its peak at the age of 8-10 months, during which time the child
produces a vast number of sounds that are not found in the parent language.
Some psychologists theorize that the parents select and reinforce particular
babbling sounds. Others believe that the child is rewarded simply by hearing
himself produce sounds similar to those made by family members. He retains
these sounds and automatically drops the others from his repertoire. However,
some researchers, who are skeptical about the relationship between babbling
and phonological development, assume instead that the two are entirely differ-
ent developmental phenomena.

The skeptical group cites some evidence comparing the kinds of sounds
produced in early babbling with those produced in the first words. Velars
(e.g., K, G) and glottals (e.g., H) are the most frequent babbling sounds.
These sounds are produced far back in the mouth near the throat. However,
when first words are produced, the labials (e.g., P, B, M) and dentals (e.g.,
D, T, N) predominate as consonants. A cautious hypothesis of phonological
development would include some interaction between speech and babbling.
But it is doubtful that babbling sounds are reinforced into phonological sounds,
since the child’s first words are made with the lips rather than back in the
throat. These findings, of course, make it difficult to accept Skinner’s view
of language development.

THE PIVOT-OPEN GRAMMAR; FIRST SENTENCES

Most children begin to form simple two- and three-word sentences between
the ages of 18 and 24 months. Some of the early sentences consist of forms
such as the following.

TWO BOOT

HEAR TRACTOR

SEE TRUCK MOMMY
PUT TRUCK WINDOW

Speech of this kind has been referred to as telegraphic, for it resembles the
sort of sentence an adult devises to cut the costs of sending a telegram. In
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comparison to adult speech, the child leaves out articles, prepositions, inflections
on verbs and nouns, and seems to indulge in ungrammatical combinations!
In part, the short sentence may be the result of the limited memory span
found in the child.

The child’s vocabulary reaches the moderate number of 50-150 words when
the child is between the ages of 18 and 24 months. At this stage, the child
begins to join words in simple sentences for the first time. Several investigators
discovered, at about the same time, that the first two-word sentences were
not constructed in a random fashion, but had a marked and sensible structure.
The child does not join arbitrary words together to form his sentences. He
has two classes of words, one of which consists of few members, the other
of which includes many words. The small group is called the pivot class;
the large group, the open class. Martin Braine’s (1963) terminology has been
adopted since it has the greatest currency. The child’s strategy for producing a
sentence is to pair a word from the pivot class with one from the open class.
There is very little overlap, as a rule, between the words in the two classes.
For instance. members in the various classes, listed below, do not overlap.

Pivot Class Open Class

ALLGONE BOY

BYE-BYE SOCK

BIG BOAT

MORE MILK

SEE SHOE
MOMMY

DADDY, FAN, etc.
Early sentences consist of such constructions as

ALLGONE DADDY, ALLGONE MILK, ALLGONE BOAT
BYE BYE SOCK, BYE BYE MOMMY, BYE BYE DADDY
SEE SOCK, SEE SHOE, SEE BOY, etcC.

In other words, a heavy reliance is placed on the pivot words to form an
alliance with the varying and large number of words in the open category.
Since many of the sentences are rather peculiar combinations in the opinion
of the adult listener, it is assumed that the child is not imitating the adult
sentence. The child has discovered a productive pattern for sentence formation.
The first term to be used in the pivot position appears quite early. In a week
or two, other pivot words are noted, until the pivot class contains quite a
large number of words. In one child, out of a total of 240 two-word utterances,
62 began with the words on or orr, while 45 began with THIs and THAT.
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Typical sentences were

ON HORSEY, ON SOCK
OFF HAT, OFF SHOE

THIS BABY, THIS CHAIR
THAT DADDY, THAT SOUP

When the pivot category of words increases, the child’s sentence pattern be-
comes quite a bit more complicated. At this time, the child begins to differentiate
between members belonging to the pivot class. The articles A and THE and
the demonstrative pronouns THis and THAT come to represent unique and
separate classes. At this phase of development, the child’s rules will tolerate
only certain kinds of constructions. The child utilizes a formula which has
been termed privileges of occurrence. A child may say

THAT A MY CAR or THIS A HORSIE

The child gives the privilege to THIs and THAT to appear as first terms in
a sentence, but his rule does not give the article the privilege of occurring
before a demonstrative. For instance the child would not say

A THAT MY CAR or A THIS HORSIE

About five months after the pivot grammar has appeared about five grammati-
cal classes begin to emerge from the original pivot class. True grammatical
classes such as articles, adjectives, demonstrative pronouns, and possessive pro-
nouns arise from the mass of pivot terms.

GENERAL PRINCIPLES OF LANGUAGE ACQUISITION

There has been a vast increase, recently, in the knowledge of how English-
speaking children acquire their native language. Fortunately, developmental
psycholinguistics has become more universal in its interests. It has concerned
itself with the acquisition data found in other language environments and
with the consideration of the child’s general cognitive development as well.
At present, developmental data is available on at least thirty languages from
ten major language families.

Appearance of Word Order

The verb-object relation is learned early. In English, where word order
is important, the correct order of the verb and the object is demonstrated
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in the language of the child. In inflected languages, where there is an accusa-
tive inflection, this distinction is learned quite early by children. English sen-
tences that contain a verb and an object run

Praise THE ANGEL
Beat THE DEvVIL

Children have no trouble learning that the devil follows beat. If a language
was less dependent on order, but marked the object with a special accusative
inflection, say -too for masculine nouns, and -toy for feminine nouns, such
as

BEAT THE DEVILTOO
PRAISE THE ANGELTOY

children would hypothetically learn the -Too, -ToY accusative distinction quite
early.

The Negative Case

In Finnish, Latvian, and Russian, the accusative marker is the earliest
distinction produced by children. In every language where data is available,
one finds an early negation form that consists of a negative particle that is
placed before the simple sentence the child wishes to negate.

DADDY GO CAR BABY GO BYE BYE MAMA EAT COOKIE
NO DADDY GO CAR NO BABY GO BYE BYE NO MAMA EAT COOKIE

Early yes/no questions, questions that require only a simple affirmative
or negative answer, are formed by the use of a rising intonation pattern.This
particular pattern has been found in the speech of children from as diverse
language backgrounds as English, Arabic, Czech, Latvian, Japanese, and
Samoan!

Learning Word Place

A curious finding cropped up in the analysis of the speech of two young
bilingual girls whose languages were Hungarian and Serbo-Croatian. The
children learned the Hungarian inflections for location much earlier than those
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in Serbo-Croatian. Location terms such as IN, ON, INTO, ONTO, OUT OF, etc.,
were expressed early in Hungarian, but failed to be expressed in Serbo-
Croatian. An examination of the grammatical structure of location indicated
that the structure for expressing location was far simpler in Hungarian. For
instance, the marker that indicated location is placed always at the end of
a noun. Assuming that -FIN, -FAN, -FEN, -FUN and etc., are location markers,
then

THE ASHTRAY SITS TABLEFIN
PUT THE ASHTRAY TABLEFIN
THE DOG SITS TABLEFEN
THE DOG CRAWLS TABLEFEN

The markers are unambiguous in that they indicate both position as well
as motion into a position. An examination of the sentences shows that in
spite of the verbs of motion such as put and crawL, the inflections on the
following noun do not change. In contrast, the Serbo-Croatian locatives are
true prepositions in that the term for location appears before the noun. Further,
when location is expressed in terms of a position, a prepositional case marker
appears after the noun. When motion into a position is indicated by the verb,
the accusative inflection appears after the noun.

THE ASHTRAY SITS ON TABLEFIN Location verb—preposition—prepositional
inflection

PUT THE ASHTRAY ON TABLEFAN Motion verb—preposition—accusative
inflection

THE DOG SITS UNDER TABLEFEN Location verb—preposition—prepositional
inflection

THE DOG CRAWLS UNDER TABLEFUN Motion verb—preposition—accusative-
inflection

Those who have studied highly inflected languages such as Latin or Russian,
are quite aware that inflectional systems are hardly as simple as those quasi-
English examples. In the case of the Serbo-Croatian locative, the problem is
complicated further by the fact that certain locative terms such as “through,”
or “between,” require other types of inflections, all of which are quite arbi-
trary in nature.

The data on language development in children of various cultures have
indicated that children attend to and quickly learn suffixes more easily than
prefixes. The Hungarian locative, for example, is marked not by a preposition
as in English, but by a simple suffix attached to the noun, and this ending
is learned easily by Hungarian children. When playing word games, little
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children usually imitate the last syllable in words, not the beginning ones.
Most observers of child language have found that prepositions (which stand
alone before the noun), prefixes, and initial syllables are frequently ignored
by children. In Czech, in spite of the fact that initial syllables of words are
stressed, the final syllable is nevertheless the portion learned earliest by chil-
dren. This kind of observation means, then, that inflections should be learned
early, since they are placed at the end of words. If languages were organized
to express locational ideas by means of inflections or postpositions, children
would be able to acquire these verbal expressions more rapidly.

The processing or memory span of the child limits the number of words
that he can use in an utterance. During the period when the two-word sentence
is in evidence, the child can express such relations as agent-verb, verb—object
or agent—object, but he cannot unite the items into the three-term utterance.
In other words, the child can say

MAMA EAT Or

EAT APPLE Or

MAMA APPLE, but cannot say
MAMA EAT APPLE

Children in every linguistic environment engage in the analysis of
language inputs in order to ascertain both the meaning and structure of what
they hear. Apparently there may be some universal predispositions in the
child’s analysis of language input, but this hypothesis requires further studv.

LANGUAGE IN ANIMALS

Language has long been viewed as a distinctly human ability, serving to sep-
arate man from beast. In recent years, psychologists have attempted to teach
language to chimpanzees in particular, since these primates are very close
to man on the evolutionary scale. Initial attempts emphasized the use of speech
as proof of language ability, but later efforts adopted sign language as well
as a written language as alternate means of communication. These nonvocal
approaches to language uncovered the linguistic ability of the chimpanzee.

In 1884, Sir John Lubbock, a British naturalist, reported that he had
taught his dog Van to identify a few written words. He printed the words
FOOD, BONE, WATER, OUT, etc., on pieces of cardboard. The dog was trained
to bring a card to his owner, and was subsequently given whatever item was
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designated on the card. In order to rule out the possibility that olfactory clues
were being used, especially in the case of the roop card, a new roop card
was replaced in the card set whenever Van brought a roop card. Lubbock
assumed that, since the dog was given a small amount of food upon request,
the roop card might easily retain a familiar and delightful odor. Consequently,
a third party added a new roop card to the vocabulary set. Sometimes Van
brought between 8 and 10 roobp cards before his appetite was appeased. When-
ever Sir John went for a walk, he invited his dog to come along. Van would
hastily retrieve the out card, running enthusiastically to the front door with
the card in his mouth. If Van inadvertently brought a card that specified
something he did not want, in other words, if he made an error, he would
return the incorrect card, and carefully study the remaining samples until
he spotted the correct card. Sir John was quite convinced that his animal
could not only distinguish perfectly between one word and another, but that
he could also associate word with object.

This kind of word recognition has been reported for chimpanzees who
are able to follow rather complicated vocal directions. Winthrop Kellogg
(1933), a psychologist, and his cooperative wife adopted a 7 month old female
chimpanzee, Gua, who served as a playmate for their son Donald, then 10
months old. The two young creatures were raised in as similar a manner
as possible, with no special training afforded to Gua except that given to a
child in her normal surroundings. At the age of 184 months, Donald had
a comprehension vocabulary of 107 words, while Gua, at 16 months, compre-
hended 95 words. Some of the sentences to which Gua responded are listed
below accompanied by a description of Gua’s reactions to the statements.

NO-NO Stops whatever she is doing
KISS—KISS Gives a kiss

COME HERE! Comes to the speaker

Gcua! Looks at the speaker

CHAIR—CHAIR
SHAKE HANDS
BYE—BYE

WANT SOME MILK?
WANT SOME ORANGE?
SIT DOWN

OPEN YOUR MOUTH
GET UP ON THE BED
LIE DOWN

SHOW ME YOUR NOSE

BLOW THE HORN

Sits on her potty chair

Extends her arm to a visitor

Runs over to her buggy and climbs
in

Emits a food bark

Emits a food bark

Sits

Opens it

Climbs onto the bed

Lies down

Points to her nose (cannot identify
any other facial part)

Presses the car horn with fervor
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No doubt Gua as well as Donald were responding to mainly key words in
each sentence, while ignoring other words. It is doubtful that they could dis-
tinguish the difference between the words Your and some, for instance. There
were probably also a number of nonverbal cues that helped both child and
chimp to comprehend what was being said. It is unfortunate that the verbal
commands were not organized to distinguish minimally different instructions
such as

WANT SOME MILK? EAT THE ORANGE
OPEN SOME MILK CUT THE ORANGE
DRINK SOME MILK CUT THE APPLE

If instructions like these are carried out ‘correctly, one is more easily convinced
that all sentence terms are comprehended, rather than just individual key
words in each sentence. The Kelloggs found that Gua was extremely responsive
to tactile communication, for even the slightest touch would be correctly in-
terpreted by Gua as a request to “Turn to the left,” or “To the right,” etc.
Donald, however, showed a greater sensitivity to verbal instruction.

Cathy Hayes, a journalist, author of the book The ape in our house (1951),
and her psychologist husband, Keith, taught their chimpanzee, Viki, to say
the words Mama, PapPA, and cup. Viki did not use the words with their specific
referents. For instance, she did not say mama in the presence of Kathy, or
PAPA when trying to catch Keith’s attention. She used the words as mands
for desired objects. cup was the only word that was reliably associated
specifically with thirst. Viki was able to follow a number of simple spoken
instructions, similar to those that Gua could comprehend. At the age of 5,
Viki was tested intensively on concept development. Many psycholinguists
believe that language can only proceed if certain cognitive distinctions can
be made. Concepts such as sex, color, age, size, etc., must be developed before
they can be expressed with language. Since animals do not have a language
system, the assumption was that animals did not 'understand concepts. The
Hayes designed a series of experiments to try to resolve the issue.

Viki was presented with a series of pairs of realistically colored pictures.
One member of each pair represented an inanimate object; the other member,
an animate object. Forty-one such pairs were shown to Viki. In one test series,
the correct choice of card was the one depicting the category animate. On
the animate cards, various types of animate creatures were depicted: six
humans, several nonhuman mammals, a few birds, some insects, and one snake.
The inanimate cards pictured mainly furniture, but included an automobile
and a clock (both of which evidence motion). Viki was required to infer the
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categories under consideration from each paired presentation. For instance,
if bird was the correct member of the first pair shown, and cow was the
correct member of the second pair, Viki had to entertain something like the
category ANIMATE in order to make the correct choices on the 39 remaining
pairs. She was able to distinguish quite nicely between animate and inanimate.
In other tests that examined such concepts as male humans versus female
humans, red versus green, circles versus crosses, larger versus smaller, etc.
Viki performed about as well as human children of the same age. The experi-
ments indicated that the chimp is capable of a rudimentary understanding
of concepts, a necessary precursor to language.

In June of 1966, two psychologists, Beatrice Gardner and her husband,
began to train their chimpanzee Washoe in language. They decided to use
a gestural medium, in this case, the American Sign Language, a system of
gestural signs that is used by the deaf in North America. The American Sign
Language is made up of two systems: the manual alphabet, and signs. The
manual alphabet is a simple series of finger arrangements that correspond
to the letters of the alphabet. Signs, however, are roughly analogous to words.
The two systems are usually conjoined in the manual speech of the human
signer; the manual alphabet being used mainly when the signer wants to
use a specific word. Washoe was taught actual signs, rather than the manual
alphabet (Gardner and Gardner, 1969).

American Sign Language has been analyzed into units called cheremes.
Earlier in the chapter, we discussed the fact that spoken language is analyzed
into phonemes, distinctive classes of sound that signal changes in word mean-
ing. These changes in sound are, of course, produced by changes in the vocal
apparatus. Cheremes are classes of hand configurations, locations, or actions.
The configuration of a pointed hand located by the forehead, cheek, etc.,
denotes one series of meanings. A wholly new series of meanings is indicated
when the hand moves away from these locations.

Since signs, as indicated above, are rather complicated, the most effective
training procedure in introducing new signs to Washoe was to actually direct
the chimp’s hands through the desired motions. This guidance procedure was
far more successful than trying to induce gestural mimicry. After the move-
ment was jointly produced by the signer (instructor) and the student
(chimpanzee), the signer performed the manual gesture in the presence of
the object being named. In other words, after performing the motion, the
signer indicated the gesture’s meaning by associating the gesture and the object.
At the end of approximately 3 years of training, Washoe had a reliable vocabu-
lary of about 85 signs. Signs were used productively. In other words, the
language did not involve a pattern of the signer performing the gestures, and
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the student following commands or directions. The student was actively pro-
ducing gestures which named objects, requested objects, and so on. Nouns
in Washoe’s repertoire included such items as

TOOTHBRUSH
FLOWER

DOG

BIB

SHOES

CAT

BABY
CLOTHES

Proper nouns referred mainly to the Gardners and their additional trainers.
Adjectives consisted of the three colors

RED
WHITE
GREEN

In the tenth month of the project, Washoe began to combine her signs for
GIMMEE and swEekeT to form the sentence

GIMMEE SWEET

She also took the separate comE and oPEN, linking them together as comE
OPEN.

Later, Washoe’s two-word combinations came to resemble the pivot and
open class grammar found in child language, which marked the beginning
of structural differentiation.

David Premack, a psychologist at the University of California, utilized
a physically manipulable series of colored pieces of plastic in teaching language
to Sarah, a chimpanzee from Sierra Leone. These plastographs varied in both
color and shape, were metal-backed, and adhered to a magnetized slate that
was attached to the wall. Each piece of plastic represented a word. Sentences
consisted of a series of words arranged in vertical sequence -on the slate. This
particular arrangement, similar to Chinese, of a vertical sequence of columns
that proceed from right to left, was initiated by Sarah herself.

Premack (1971) contended that before deciding whether or not an animal
was capable of language, it was first necessary to analyze language into what
he called exemplars. Exemplars of language, are, loosely, essential features of
language, so that one exemplar would be word usage; another, sentence
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formulation; and so on. In addition to the list of exemplars, there was a list of
strict training procedures for instructing the animal in the exemplars. Some
of the main language exemplars which Sarah learned were

WORDS Nouns, verbs, objects

SENTENCES Rules for sequencing words

THE INTERROGATIVE Question

THE CONDITIONAL If-then relation

METALANGUAGE Use of language to teach or learn language

DIMENSIONAL cONCEPT  Color, shape and size

In the formation of sentences, word order and the hierarchical organization
of the sentence were examined in detail.

The initial training procedure involved a social transaction between the
pupil (Sarah) and the trainer. The social transaction involves three essentials:
a donor, an action and a receiver. Words were mapped onto these basic units
of the transaction. One social transaction, the feeding routine, was an effective
unit to use with the chimpanzee. An edible bit was placed between the trainer
and Sarah, and, while the trainer looked on affectionately, Sarah ate the morsel.
After the transaction began to take on the quality of a routine, a language
element, the piece of colored plastic, was placed close to the chimp, while
the edible slice of banana was moved out of Sarah’s reach. In order to obtain
the morsel of fruit now, Sarah was required to place the plastic word on
the language board. Additional training consisted simply of making changes
in the transaction with simultaneous changes making very clear to the chimp
that there was a relationship between what was happening and the words
for what was happening.

At first the correct name of the fruit was sufficient to obtain the fruit.
But later, in order to obtain the fruit, Sarah was required to specify the donor
as well. Now the two-word sentence, poNor FRUIT was produced. A specific
order in the words was desirable.

MARY
GIVE

APPLE
SARAH

was the target sentence. The target sentence was approached gradually, so
that every change in a nonlanguage element was clearly mapped to a new
language element. The training made it very clear that for the transaction to
be completed all required sentence elements had to be arranged in a certain
sequence.
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FIGURE 6-9 Four WHAT questions for the chimp based on the SAME/DIFFERENT distinction.

The use of the basic concepts sAME/DIFFERENT helped to introduce the
INTERROGATIVE. A matching-to-sample type of game was used to determine
Sarah’s ability to pair sAME objects. Sarah was given a cup and a spoon;
another cup was then introduced, and the animal was required to pair the
two objects that were alike. Later, when presented with two similar objects,
Sarah placed the plastograph meaning samME between them, and the plastograph
meaning DIFFERENT between dissimilar objects. To make clear that the pro-
cedure really represented a form of the interrogative, a plastograph meaning
“?” was placed between the objects. Sarah removed the “?” and replaced it
with sAME or DIFFERENT, whichever was appropriate. As can be seen from
the drawings, both wHAT questions and YES/No questions can be devised
from the basic concept of saME/piFFerENT (Figures 6-9 and 6-10).

The language element APpPLE was paired with the language element NAME
or, followed by the object, apple. This use of metalanguage was far faster
as a method for naming items than the use of mapping in the social transaction.
Sarah began to use the system productively, assigning names to foods that



LBNgudgE in Animals 133

i e

Is A not the same-as B Is A thesame ag-A7
No Yes
//4 | /

Is A the same as B? 18 A not the same as A7

YO8 | Y&

FIGURE 6-10 Four YES/NO questions based on the SAME/DIFFERENT concept.

Yes

had not already been named. The conditional F-THEN was introduced by
contingency training, that is, “If Sarah does X she’ll get Y: If Sarah does
A she’ll not get Y.’ The sentences that Sarah had to process in order to receive
her reward consisted of two columns, each containing about eight words!

Were someone to ask you to describe aAppPLE, you would describe the quali-
ties of an actual apple. The word apple is not seen as a series of sounds but
as a very real apple. Sarah’s plastic words achieved a similar status for her.
She described an apple as being red, round, and with a stem. When presented
with the plastograph for appLE (a small, blue triangle), she responded that
it was red, round, and with a stem. She did not describe a small blue triangle.
Dimensional classes proved no problem for Sarah; she learned and identified
several colors, shapes, and sizes.

The compound sentence was of considerable importance, for it provided
the answer to the question of whether an animal could understand the notion
of constituent structure or the hierarchical organization of a sentence. To cor-
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rectly interpret the sentence

SARAH
INSERT
BANANA
PAIL
APPLE
DISH

which translates as ‘“Put the banana in the pail and the apple in the dish,
Sarah,” she must intuitively sense that banana and pail are more closely related
than pail and apple and that insert, the verb, applies to both fruit. Further,
she must understand that it is Sarah who performs the series of actions on
the fruit. The interpretation of the sentence amounts to a tree diagram (an
ideal diagram for a chimpanzee), in which the subject (S) is Sarah, the
verb phrase branches into the verb (V) insert, and some noun phrases, etc.
The tree diagram described for the sentence TIM ATE THE ORANGE is applicable
to the sentence presented to and correctly interpreted by a chimpanzee. Thus,
we see that the chimpanzee has a certain kind of language competence. Washoe
comprehended and produced gestures, whereas in Sarah’s case the plastic words
were mainly controlled by the trainer. Sarah comprehended sentences of a
complicated hierarchical structure and produced ordered sentences, while
Washoe was inclined to string terms together in an arbitrary fashion. What
Sarah does not have, Washoe seems to have, and vice versa. Perhaps these
two creatures from the jungle may provide us with some beginning formula-
tions that will relate mind and environment.

LANGUAGE AND THE BRAIN

In the preceding section we have given a formal account of language, discussed
what is known about its development, and made some psychological statements
about it. These are the psychological realities of linguistic behavior. Let us
now take a neurological look at language and the brain. What part of the
brain is involved in language? What happens to language if these cortical
areas are destroyed? These are the questions the neurologist brings to bear
on our discussion of language.

Cerebral Dominance

Of all psychological functions, language appears to be that which is most
clearly localized in a single hemisphere. In most people, the left hemisphere
is primarily responsible for their language behavior. Hemispheric localization
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of language, however, shows a peculiarity. It is related to an individual’s
handedness. About 939, of all people are thought to be right-handed; of these
right-handers, over 999, of them have speech controlled by the left hemisphere.
You will remember that the right half of the brain controls motor movements
of the left side of the body, and the left half of the brain controls the right
side of the body. In most people, then, preferred handedness and speech are
controlled by the same hemisphere. This dominance of one hemisphere is what
is called cerebral dominance. If most right-handed people have speech in the
left hemisphere, it might be assumed that left-handed people have speech in
the right hemisphere. However, of the 7%, of the population that is left-handed,
only 409 have speech in the right hemisphere.

Localization of Higher Cognitive Functions

What is meant when we say that speech or any other function is localized
in a particular area of the brain? To begin with, we do not mean that that
circumscribed area alone is responsible for a given function. The complex
cortical and subcortical interconnections within the brain form systems or
networks that subserve various functions. Within these circuits there may
be crucial way stations or subsystems that take the information of a particular
system and adapt it to produce a particular psychological function such as
speech or language. If that way station is destroyed, the information cannot
be so transformed, and the psychological function is impaired. It is in this
spirit that one talks about localization of function and “speech centers.”

Our knowledge of localization of function has come mostly from pathology.
Cases of penetrating brain wounds in which the trajectory of the missle is
known have been studied for psychological deficits. Tumor cases may also
shed light on the localization question, although tumors generally distort the
brain and have effects at a distance. Cortical excision or the removal of cortex
for therapeutic purposes is another source of data. The major source of data,
however, comes from stroke patients. A stroke is the occlusion of a blood vessel,
which cuts off the blood supply to a particular area of the brain and causes
the cells in that area to die. Brain wounds, tumors, cortical excision cases,
and strokes all provide data on the role of various cortical areas in psychological
functioning.

An impairment in language due to cortical damage is called aphasia.
By studying the locus of the lesion (damage) that accompanies aphasia, one
can discern those regions subserving the language function. The first such
correlation between language disorder and brain lesion was made in the middle
of the nineteenth century by a French neurologist, Pierre Paul Broca. Broca
described two patients who had difficulty speaking but who could understand
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language well. Broca correlated this expressive aphasia, as it has come to be
called, with lesions in the third frontal convolution (see model brain). This
area is now called Broca’s area. Some years after Broca, another neurologist, Carl
Wernicke, found that damage to the association area immediately surrounding
the primary auditory cortex appeared to be correlated with another kind of
aphasia. These patients could speak relatively well, but they had severe impair-
ment in understanding language, both spoken and written. The hearing of
these patients, however, was intact. Wernicke called this sensory aphasia, and
the area is now called Wernicke’s area. Since there is hemispheric dominance
for speech, the lesions producing aphasia need only be unilateral in that
hemisphere subserving speech and language.

In order for a language impairment to be classified as an aphasia, the
cause of the disturbance must be cortical and not peripheral impairment. Ex-
pressive aphasics, for instance, are able to move the speech musculature; their
deficit resides in the cortical initiation of language production. Speech disturb-
ances that originate from damage to the speech apparatus (tongue, vocal cords,
etc.) or motor centers of the brain stem are qualitatively different from aphasic
speech and are called dysarthria. Dysarthric speech is thick and slurred with
disturbances in timing and intonation. The speech of the expressive aphasic,
on the other hand, sounds normal in quality. Even the severe cases of expres-
sive aphasia are able to say some words, though their use of these words
may be reduced to an automatism. The patients vocabulary may be reduced
to only a few words, such as “yes” and “no,” or perhaps a phrase. These
few words are used consistently by the patient to express all his ideas.

The verbal output of the expressive aphasic is greatly reduced, both in
speed of speech and in number of incidences of speech initiation. Receptive
aphasics, on the other hand, are frequently loquacious; their speech is often
repetitious, roundabout, and longwinded.

Some aphasics show agrammatism, or the omission of the small “function”
words in speech such as articles, prepositions, conjunctions, and so forth. This
shortened form of communication resembles telegram messages, and is often
called telegraphic speech.

A more severe breakdown in grammar is that encountered in syntactical
aphasia, a term used by Henry Head. An example of the writing of such
a patient is given by Penfield and Roberts (1959).

Well, I thought thing I am going to the tell is about my
operation and it is not about all I can tell is about the
preparation the had was always the time was when they
had me to get ready that is they shaved off all my hair
was and a few odd parts of pencil they pr quive me in
the fanny.
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The grammatical breakdown in the above example is severe, but one
can still discern the gist of the patients thoughts. The central problem does
not seem to be a disordered thought process, but difficulty in the expression
of those thoughts.

In another kind of aphasic disorder the patient has difficulty specifically
in naming objects. Nominal aphasia is a particularly difficult disorder to under-
stand, as the patient may use the noun spontaneously in conversation, but
be unable to produce it in a specific naming situation. This kind of difficulty
is often complicated by perseveration, as evidenced in the following example.
A patient described by Braine was asked the name of the object before him.
Although it was a pair of scissors, he called it a nail file. When his error was
corrected by the examiner, the patient replied, “Yes, that’s it! Of course it is
not a nail file, it’s a nail file.” He seemed unable to produce the correct name.

Studies of aphasic patients have shown something about how language
capacity can be broken down. Various investigators have attempted to correlate
the kinds and severity of aphasic disturbance with particular areas of cortical
damage, but these attempts, for the most part, have failed. There does seem
to be a close correspondence between lesions in Broca’s area of the frontal
lobe with expressive disorders, and posterior lesions with receptive impairment,
but even this correlation is not perfect. Disorders of expression through writing
or speech can occur with either anterior or posterior lesions, as can difficulty
with naming. In all but rare cases, however, comprehension deficits are asso-
ciated with more posterior lesions. Although aphasic disturbances of language
can be correlated with damage to various areas of the dominant hemisphere,
specific symptoms cannot be perfectly predicted from the site of cortical
damage.

SUMMARY

There are two main theories on how the child acquires language. The radical
difference between them serves to illustrate the strong undercurrent of contro-
versy between the nativists and the empiricists, a controversy that has been
woven into the fabric of psychology. One emphasizes man’s response repertoire,
for responses can be measured and increased or decreased by environmental
factors. The other has little use for responses per se. The child “knows” much
more than he “learns,” and it is this knowledge that a child organizes into
language behavior. Loosely speaking, the nativist concerns himself with the
organization of the mind, while the empiricist struggles with the environment.



138 6. The Development of Language

Obviously, humans with minds grow up in environments, so that there is
a considerable interplay between the two factors. Therefore, it would be most
helpful to have a theory that describes how the mind interacts with the
environment.
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Until recently, psychological thought and theory have been dominated
by the view that the newborn baby is essentially a tabula rasa. The notion
directly stems from the views of John B. Watson the famous behaviorist who,
in 1924, wrote

I should like to go one step further now and say, “Give
me a dozen healthy infants, well-formed, and my own spe-
cialized world to bring them up in and I'll guarantee to
take any one at random and train him to become any type
of specialist I might select—doctor, lawyer, artist, mer-
chant, chief, and yes, even beggarman and thief, regardless
of his talents, penchants, tendencies, abilities, vocations and
race of his ancestors.” I am going beyond my facts and I
admit it, but so have the advocates of the contrary and
they have been doing it for many thousands of years.

One can easily see how a scientist with a talent for polemics like that
had an important influence over the entire field of psychology. Today most
students of behavior deny the field ever harbored the idea that genetic influ-
ences were small or inconsequential, yet the mood was pervasive and fit well
with the American Dream. Indeed, the notion that the environment is all
important in shaping behavior is still the majority view.

139
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In the following, we will look at a variety of recent studies that examine
how learning, memory, and conceptual processes develop in the normal child.
We will begin by presenting the ideas of Jean Piaget on the nature of cognitive
development.

COGNITIVE DEVELOPMENT

The study of cognitive development is the study of how an organism acquires
the mental abilities found in the normal adult members of its species. An
adequate account of cognitive development must include a description of the
behavioral changes found in a growing organism as well as an account of
the factors responsible for these changes. Theories that account for the changes
in cognitive functioning during development include classical conditioning, in-
strumental conditioning with its emphasis on reinforcement of behavior, imita-
tion of others’ actions, and the reduction of discrepancies between beliefs and
observations. Unfortunately our knowledge of the descriptive features of cogni-
tive development is greater than our understanding of the causal factors respon-
sible for change; therefore, our treatment here is heavily weighted in the
direction of description.

THE PIAGETIAN VIEW OF COGNITIVE DEVELOPMENT

The work of the Swiss psychologist, Jean Piaget, is singular in its scope, for
he has attempted to discover general principles of development that span the
length and breadth of the growth of intelligent behavior. Cognitive development
in the Piagetian system is a process of elaboration based on sensory input
from the child’s activities. The object of this elaboration is the structure of
the child’s acts which Piaget calls a schema (pl. schemata). For every set
of actions that are equivalent from the child’s point of view, one can describe
the organization or the structure common to the actions. It is the generalized
characteristics of these actions that constitute a schema. Early schemata include
the actions of grasping, sucking, and looking. Each instance of grasping in
the newborn, for example, will share certain features with other grasping
acts because they are products of the same schema. But as the child grows,
new structures will emerge from the differentiation of this basic schema. The
behavioral consequences of this differentiation is that reflex grasping gives



The Fagetian View of Cagnitive Development 141

way to different kinds of grasping, e.g., repetitive clutching at blankets and
bed clothes in the first months, grasping at toys, and later holding a bottle
of milk.

Mechanisms of Schemata Development

Piaget’s theory of how schemata are elaborated incorporates both the sen-
sory input reaching the child as well as the child’s actions on the input. Years
of work attempting to describe relations between input stimuli and subsequent
responses have convinced psychologists that it is not the external stimulus itself
that is lawfully related to behavior, but rather it is the external stimulus
as interpreted by the organism. Consider the picture in Figure 7-1. Would you
place this in a class with pictures of vases or with pictures of social situations?
Well, either would be an appropriate response because the picture can be
seen either as a vase or as two individuals facing one another. Similar differ-
ences in the interpretation of sensory events are possible and frequent. A
common cause of variable interpretation is selective attention, focusing one’s
analysis of an input on only a few features and ignoring others. Piaget has

FIGURE 7-1 An ambiguous picture that can
be seen as a vase or as two faces looking at one
another. Such stimuli point up the importance of
individual interpretation of an event in determining
what the effective stimuli are.
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emphasized the role of the child’s activity in determining which aspects of
experience he will attend to.

Piaget’s collaborator, Barbel Inhelder (Inhelder, 1962), has identified two
types of action that the child brings to bear on the elements of his experience.
First there are the logicomathematical actions of bringing together, dissociating,
counting, ordering, etc., which emphasize properties that are not inherent in
the objects acted upon. The objects are merely supports for the actions. Second
are the physical activities of exploration which are directed at extracting infor-
mation from objects themselves about their color, size, form, function, etc.
Through such activities, the schemata are progressively brought into line with
physical reality. With each new encounter, the child likens his experience
to the stored information of the schemata and attempts to categorize the incom-
ing stimulation in terms of one or several familiar schemata. However, the
input may contain information that is not present in the relevant stored infor-
mation. In this case the schemata are accommodated to the new information,
and, in so doing, a small step toward a more realistic construction of the physical
world is achieved.

Stages of Development

Piaget has found evidence in his work of three major stages in the course
of cognitive development: the sensorimotor stage (birth to 18 months), the
stage of concrete operations (18 months to 11 years), and the stage of formal
operations (from 11 years). In each stage there is a period of formation in
which the child explores the characteristics of the physical world and is exposed
to various inconsistencies between his beliefs about how things work and how
they are actually experienced to work. As a result of these incongruent experi-
ences, a period of attainment follows in which the child discovers new princi-
ples that can account for the inconsistencies and bring the schemata into a
state of relative equilibrium with one another. The child’s problem at these
points of attainment is like that of a physicist who sets out to measure the
distance between two cities. Having measured the distance in the winter’s cold
and in the summer’s heat, he is faced with an incongruent bit of information.
He had assumed that the distance between the cities would be a constant.
But his measurements show that the distance is greater in the winter than
in the summer. To resolve the discrepancy he must alter his beliefs about
the nature of measurement and consider the possibility that his measuring
instrument can change as a function.of the temperature. As the temperature
drops, the length of his measure decreases so more of its lengths are needed
to go the distance between the cities.
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SENSORIMOTOR STAGE. In the sensorimotor period, the child masters some
of the basic concepts and relations found in the physical world. The newborn
begins postnatal life with a small number of reflex activities. His behavior
is rigid and limited to a small number of situations in which there are releasing
stimuli present to elicit the reflexes. But very soon, the newborn begins to
stay awake for longer periods and makes rhythmic, repetitious movements
on his own or in conjunction with objects around him. The sensorimotor period
is a time in which the infant learns to coordinate his various sense modalities.
Initially, the activities of grasping, reaching, looking, listening, and sucking
are themselves uncoordinated and operate somewhat independently of one an-
other. For instance, the visual system is slow to follow the path of a moving
object, a sign of uncoordination internal to the visual motor system. But in
addition, the infant does not look for the source of a voice he hears, nor does
he reach for an object he sees. Some of these developments in the first 18
months, called sensorimotor coordinations, will be discussed later in this
chapter.

For the present, we will consider another important development in this
period, the development of the concept of the permanent object. As adults,
we think of the physical world as being full of solid objects which exist in
some place, i.e., occupy space, independent of our perceiving them or thinking
of them. We can verify this in our actions toward objects, both verbal and
nonverbal actions. We talk about objects in their absence and can speculate
where absent objects may be before we have found them. Without speech,
our nonverbal behavior shows that we expect objects to obey certain physical
laws. If a newborn shared this appreciation of objects as permanent entities,
we would expect his behavior to indicate this, just as our nonverbal behavior
does.

Consider the behavior of a child around the age of 6 months. The child
has learned to coordinate his movements with vision and is able to successfully
reach for objects in his visual field. However, when the object a child has
been reaching for disappears from view, e.g., a parent places his hand over
it, the child does not search for the vanished object but moves to some new
activity. We know that the child has the motor coordination to move his hand
to the place where the object is hidden. Why, then, does he not do so? Piaget’s
explanation is that the child believes the object has ceased to exist, something
like Lewis Carroll’s Cheshire cat. It is as if the child feels that objects obey
physical laws only so long as he perceives them. He learns of this error as
he gains more experience with objects. He may grasp an object in the visual
field, move it away, and then bring it back into view. Now he is faced with
an object which has continued to exist tactually because it has remained in
his grasp, but it has popped in and out of visual existence in the meantime.
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Confronted with such conflicting data, the child reorganizes his schemata of
objects so that objects are conceived to exist even when not immediately
perceived.

The concept of the permanent object does not stabilize until the end of
the sensorimotor period. Until that time, various complications will cause the
child to again behave as if the hidden object has vanished. For example, we
hide a toy beneath a pillow with the child watching, but then secretly place
a cloth over the toy while it is hidden behind the pillow. The child responds
by lifting the pillow in search of the toy, but, when he sees only the cloth,
he will revert to the earlier type of reaction and abandon the search. It is
as if the child believes that objects sometimes maintain permanence and
sometimes do not.

By the end of the sensorimotor period, at around 18 months of age, the
child has coordinated his various sense modalities with one another, has learned
to adjust his goal-directed actions to the particular demands of the situation,
and his behavior shows that he has some understanding of the laws of the
physical world.

There is another important change in the child’s activities that occurs
at this time and signals the end of the sensorimotor period. That is the ap-
pearance of symbolic representation, the ability to represent objects and events
in their absence by words, images, or actions. Prior to the appearance of this
ability, most of the infant’s activities are determined by the immediate context.
But by 18 months, the child engages in a number of representational activities.
He imitates a playmate’s temper tantrum on the day after it has occurred.
This is called deferred imitation and can be accomplished only if the child
is acting upon some stored representation of the event in its absence. Other
indications of representation are symbolic play where the child pretends to
carry out events he recalls from past experience as part of his play, and a
very important form, language use.

StAGE OoF CONCRETE OPERATIONS. With the development of symbolic repre-
sentation, the child begins the second stage of development, the concrete opera-
tional period. This is an extremely long stage which spans the greatest part
of preadult development. The concrete operations are schemata that have
progressed a long way from the sensorimotor schemata. Evidence of the con-
crete operations in thought appears as early as the fifth year, but the most
rapid period of development in this stage is somewhat later, around the eighth
year.

The concrete operations are coordinated actions integrated into systems
in which one action can compensate for another. A similar state of affairs
existed at the end of the sensorimotor period on the plane of overt actions.
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The concrete operations differ from those sensorimotor schemata in that the
actions are covert actions of thought. They are marked by their generality,
being applicable to a wide range of situations and found in all individuals
who have reached the same mental level. In addition they share the feature
of reversibility, the actions being organized in such a way that for every
transformation of a stimulus there exists another transformation whose applica-
tion would return the stimulus to its original state. Among the concrete opera-
tions, Piaget includes those of addition and subtraction, comparison (greater
or less), multiplication and division, and conjunction and disjunction.

Preoperational thought is the name that has been given to the mental
activities of the child who is beyond the sensorimotor period but has not yet
attained the concrete operations. Piaget has used the same tests to explore
the properties of preoperational and concrete operational thought in the child.
Among these tests are classification and seriation, conservation, and other tests
requiring verbal explanation of physical phenomena. The preoperational re-
sponses to these tasks are marked by several common features. The answers
share an egocentric quality. An egocentric response is based only on the child’s
view of an event, ignoring other possible interpretations different viewers
might have. In egocentric speech, for example, the preoperational child fails
to consider the explicit information the listener will need in order to under-
stand the child’s message. There is an abundance of ambiguous pronouns used
by the child (This goes there on that thing) and the words are used in
special senses that may be difficult for the listener to understand. In fact,
a preoperational child may be so oblivious to the informational needs of his
listener that he may tell a blindfolded listener, “You see this thing goes here.”
Among the other characteristics of preoperational thought are the tendency
to center attention on one striking feature of an event to the neglect of other
important information and the ability to represent states of events but not
the transformation from state to state.

THE DEVELOPMENT OF THE IDEA OF CONSERVATION. Consider, for ex-
ample, the reactions of a child in a conservation of quantity task as he passes
through the preoperational and concrete operational levels of thinking about
such a task. Typically, the child is shown two beakers of equal size containing
water and is asked to add or take away whatever water he feels is needed
to make it so that both beakers contain the same amount of water. Even pre-
school age children respond to the instruction by making the water levels
the same height. Now a third beaker is introduced which is taller and thinner
than the two standard beakers. The child is then asked where he thinks the
water level will be if the water from one of the standard beakers is poured
into the taller one, and whether he thinks there will be just as much water
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in the taller beaker as there was in the standard beakers. Finally, the water
is poured into the third beaker and the child is again asked whether there
is the same amount of water in the taller beaker as there is in the remaining
standard beaker. These events are depicted in Figure 7-2 along with the answers
representative of children at the preoperational and concrete levels as well
as the interesting transitional level.

Successful performance on this task is reached only after the child has
realized that water level is not an accurate measure of quantity when the
width of a container is changed, and that the act of pouring water from one

Conceptual
fevel

aperational

Transitional

" il

There will be
the same amount,’

Operational

FIGURE 7-2 Three types of response to a conservation task. The water level that the child
predicts will be obtained after pouring is depicted in the middle column along with the child’s
prediction about the amount of water. The last column presents the child’s decision about the
amount of water after seeing the results of pouring.
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vessel to another is a transformation that does not alter the amount of water,
although it does alter other characteristics of the liquid such as height and
width. The preoperational child at first expects that the act of pouring will
not alter the amount of liquid. And of course he is quite correct. But the
stimulus by which he judges the amount of water is the level it reaches in
the beaker, i.e., he predicts that the levels will be the same in the taller beaker
and in the standard. Consequently, he is forced to reject his hypothesis of
conservation in favor of a nonconserving interpretation when he sees that
the water level in the taller beaker rises above the level in the standard. His
error is caused by the failure to attend to both the height and width of the
liquid when judging the amount in the beakers. The child’s first resolution
of this conflict between his expectations and his observations about the quantity
of liquid is to abandon the conservation hypothesis and adopt the assumption
that quantity is not conserved in the pouring transformation. In the transitional
phase, then, we find the child predicts that the water level will indeed be
higher in the taller beaker, and, because of his attention to height only, con-
cludes that there will be more water after it is poured from the standard
to the taller beaker.

The correct solution to the problem is finally achieved after the child
begins to shift his attention between the height and width of the columns of
water. At first he may center on the height one time, then on the width the
next. Eventually he applies both to a single problem and then sees that the
conclusion about the amount of water reached on the basis of the greater
height of the water in the taller, thinner beaker is in conflict with the
one he would reach on the basis of the smaller width of the column. He
then concludes that the greater height must be compensated for by the lesser
width and therefore the amount of water is not changed by pouring from
one beaker to another.

When a child has truly understood the nature of the compensation and
the act of pouring, his behavior toward the task changes. In particular, when
the child is really convinced that the act of pouring does not affect the amount
of a substance, but only certain of its dimensions, he will no longer examine
the heights and widths of the columns of water in the beakers before making
his decision about the amount held therein. Seeing that nothing has been done
to the water other than pouring from one beaker to another, he is sure that
no operation that would alter the amount has taken place. In reaching the
solution, the child has decentered his attention from single aspects of the situa-
tion to multiple aspects and has come to consider the transformations of matter
that link the different states of affairs. The act of pouring has come under
the control of the concrete operations of addition and subtraction and is under-
stood to change only superficial features of the substance operated upon.
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FIGURE 7-3 The five jars of colorless liquids from which a child must choose
to produce a yellow mixture. To begin the task, a drop from g is added to unlabeled
glasses of 1+ 3 and 2. The 14 34 g combination is the correct mixture. From
Inhelder and Piaget (1958).

StaGe oF FormAL OPERATIONS. The third and last of Piaget’s stages of
intellectual development is the stage of formal operations. Unlike previous
stages, this stage may not be attained by all normal individuals. It deals with
the most abstract activities of any of the stages, which we will call hypothetico-
deductive thought (Inhelder, 1962). A person who has achieved the level of
formal operations approaches certain tasks differently than one who has not.
He may consider the various states of affairs that might occur in a situation
and then test to see which of these actually occurs.

Piaget presents children with the following problem to demonstrate the
differences in approach between children at the concrete operational level and
children at the formal operational level. The child is given four flasks contain-
ing odorless, colorless liquids (numbered 1-4) and a bottle, g, with a dropper
(Figure 7-3). The experimenter then shows the child two glasses which contain
liquid from 1 4 3 and 2, respectively, but does not tell the child this. The
experimenter then drops some of the liquid from g into each glass. The
1+ 3 + g combination turns yellow, while the 2 + g combination remains
colorless. The child’s task is to then reproduce the color using any of the
contents of the five flasks. 14 3 4 g is the simplest combination that will
reproduce the color. Number 2 is only water and will not affect the color
if added to the 1 + 3 + g combination. Number 4, however, will bleach the
color if added to 1 4+ 3 4 g. Here are the reactions of a child at the concrete
operational level of thought faced with this problem.
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REN (7;1) tries 4 X g, then 2 X g, 1 X g, and 3 X g: I
think I did everything. . . . I tried them all”—“What
else could you have done?”—*I don’t know.” We give
him the glasses again: he repeats 1 X g, etc.—"“You took
each bottle separately. What else could you have done?”—
“Take two bottles at the same time” [he tries 1 X 4 X g,
then 2 X 3 X g, thus failing to cross over between the two
sets (of bottles), for example 1 X 2, 1 X 3, 2 X 4, and 3 X
4] (Inhelder & Piaget, 1958, p. 111).

First, the concrete operational child is prone to consider only four 1 X 1
combinations of elements without realizing that there are ten other combina-
tions of more than one of the chemicals with g. Second, when it is suggested
that he try some of these other combinations, he does so haphazardly, selecting
only two possibilities in this example.

Now let us examine the response of a child who has attained the formal
operational level of thought.

ENG (14;6) begins with 2 X g; 1 X g; 3 X g; and 4 X g:
“No, it doesn’t turn yellow. So you have to mix them.” He
gues on to the six two-by-two combinations and at last
hits 1 X 3 X g: “This time I think it works.”— “Why?"—
“It's 1 and 3 and some water.” “You think it’s water?”—
“Yes, no difference in odor. I think that it's water.”—*“Can
you show me?”—He replaces g with some water: 1 X 3 X
water. “No, it’s not water. It’s a chemical product: it
combines with 1 and 3 and then it turns into a yellow
liquid [he goes on to three-by-three combinations begin-
ning with the replacement of g by 2 and by 4—i.e, 1 X 3
X 2 and 1 X 3 X 4]. No, these two products aren’t the

same as the drops: they can’t produce color with 1 and
3 (Inhelder & Piaget, 1958, p. 120).

The difference between this child and the first we presented is striking.
The older child behaves as if he were systematically testing each of the possible
combinations. In addition he is able to test the hypothesis that g is water
by comparing its effect with the effect of tap water. Such willingness to consider
the “what if” side of things comprises the essence of scientific reasoning and,
for Piaget, the highest form of intellectual activity.

Piaget has contributed a wealth of data to the field of child development.
His research is always opening new areas of interest to psychologists eager
to explore further into the areas he has pioneered. Even those who disagree
with his theoretical interpretations cannot dispute the importance of his dis-
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coveries. Before Piaget’s demonstration, adults and even school teachers were
not aware that a child believed that the quantity of a liquid could be altered
by pouring. Parents who had not studied Piaget’s work were upset to see their
children “tricked” by a psychologist conducting such a conservation experiment
with their child. We are indebted to theorists like Piaget for dispelling the
erroneous belief that children’s thought is qualitatively identical to adult
thought, differing only in a quantitative way from the adult form.

Few psychologists working in the area of cognitive development have
attempted to study development on the grand scale Piaget has undertaken.
It is more common to examine the development of a particular cognitive func-
tion like perception, learning, memory, or conceptualization, or even to restrict
attention to only one aspect of a function like classical conditioning or the
development of depth perception. In the remainder of this chapter we will
consider some of the findings that have emerged from these attempts to under-
stand the development of specific cognitive functions.

LEARNING

The ability to learn is the ability to modify one’s behavior in light of past
experience. Even a very young child is capable of learning, although it may
take many training sessions to teach a new response to the infant. In one
study of learning in newborn infants (Papousek, 1967), 3-day-olds were given
access to a bottle of milk if they would turn their head to one side upon hearing
the sound of a bell. On the average, it took them 177 trials to learn to respond
regularly to the bell. If the same procedure is done with 20-week-old infants,
the response is learned with an average of 27 trials. Studies of this type
have demonstrated that there is a gradual decrease in the number of training
trials required to produce learning as the chronological age of the subjects
increases.

The ease of learning is also affected by other factors that are related
to the level of maturation of the subject. For example, the sensitivity of the
receptors (i.e., eyes, nose, ears) to the stimuli used in these studies has an
effect on the speed with which an infant is able to learn. Russian work on
infant learning indicates that auditory sensitivity is one of the earliest to appear
and visual sensitivity is the last to appear (Brackbill, 1962). However, factors
that normally play a role in adult learning, e.g., motivation, may not have
an effect on some types of learning in the newborn. For example, in another
study in which newborns were taught to turn their heads in order to get
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milk, it was found that it did not matter how hungry the infants were during
training, at least within the ranges of deprivation used in the study. An infant
who had been fed just an hour before training learned as quickly as one
who had gone 24 hours without eating (Siqueland & Lipsitt, 1966).

Reflexes and Beyond

An infant uses this learning ability to organize the smooth functioning
of the reflexes present at birth. Infants are sometimes very awkward in obtain-
ing food during their first attempts at nursing. Often their mouth must be
held against the nipple to prevent them from losing contact. During the first
month of life, there is evidence of increasing coordination and flexibility in
this nursing behavior. The child learns to search for the nipple on the basis
of tactile cues. He comes to recognize the feel of the nipple before he has
tasted any milk, whereas earlier he had to rely on taste to identify the nipple.
These advances are characteristic of the acquisition of new responses to previ-
ously neutral stimuli, which has been demonstrated by observational studies
of learning in the newborn (Piaget, 1952).

The effective functioning of reflexive activities indicates that information
from the senses has been coordinated with the infant’'s movements. Much
of this learning occurs during the first 18 months of life. Sharpening the re-
flexes is only the first sign of sensorimotor learning. At birth the various
sensory systems and the impulsive movements of the newborn are only slightly
coordinated. By the age of 6 months, the infant has mastered a major portion
of the coordinations between the movements of arms, hands, and fingers, and
the sensory information from the various receptors.

Visual-Motor Coordination

The development of visually directed reaching is a good example of the
way in which sensorimotor coordinations are acquired (White, Castle, & Held,
1964). At 1 month of age, there is no attempt on the part of the infant to
reach for an object presented in his field of vision. The infant stares at the
object, but he makes no attempt to grab it. The first change in the infant’s
reaction comes at about 24 months, when the child begins to take swipes at
the object, but his aim is poor and he may not grasp as he makes contact
with the object. At 4 months, the infant uses a more effective strategy. He
raises his hand toward the object until both are in the field of vision. Then
he will look alternately at the object and his hand, gradually reducing the
gap between the two, until he successfully touches the object.
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This kind of reaction, in which each movement toward the goal is checked
and altered on the basis of the result, is similar to the way an adult behaves
in situations where new coordinations are required. For example, we can dis-
rupt the association between visual stimuli and hand movements by having
an adult wear glasses with prism lenses reversing the visual field. Now the
visual counterpart of every movement in the visual field will be backward
of what the person has learned to expect. In this case, the person spends
much more time watching where his hand is going and makes corrections
for errors in visually directed reaching by watching where each movement
takes his hand in relation to the object. Because we can produce behavior
similar to that observed in 4-month-old infants by distorting the hand—eye
coordinations of the adult, we have reason to believe that the infant’s behavior
is due to the same causes, i.e., a lack of knowledge of the visual-motor coordi-
nates.

As the adult wears the distorting glasses for a longer time, the hand
movements in the visual field become faster and are made more smoothly
(see Chapter 12). Interestingly, some of the subjects report that the world
begins to look alright to them again. The same improvement in visually di-
rected reaching occurs in the infant. By 54 months, the infant reaches and
grasps an object in a smooth, efficient motion. It seems that, by practicing
movements in the visual field, the infant learns to feel where his arm is in
relation to the object and need no longer rely solely on visual information
as he did 14 months earlier.

Practice is an important element in the acquisition of sensorimotor coordi-
nations. Infants who are raised in institutions where there are few opportunities
to look at and reach for attractive objects develop coordinated reaching later
than 54 months. On the other hand, the presence of bright mobiles and the
opportunity to reach for them may accelerate the acquisition by a month or
more. Yet, regardless of the speed of acquisition of visually directed reaching, all
children who learn to reach for objects in the visual field progress through the
same stages of development.

The extent to which an infant’s behavior can be influenced by the adults
around him is surprising, especially to many parents who have been led to
believe that a newborn has a sort of genetic “automatic pilot” that wisely
directs his activities in the first months. Studies that have attempted to influ-
ence the infant’s social behavior by using operant techniques have successfully
increased the amount of vocalization in 3-month-old infants (Weisberg, 1963),
and decreased the amount of crying in 6- to 20-week-olds, while at the same
time increasing the amount of smiling by the selective use of reinforcement
(Rheingold, ez al., 1959). The thoughtful use of social rewards can enable
adults to exert a powerful influence over an infant’s behavior.
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PERCEPTUAL DEVELOPMENT

It is fascinating to speculate on what the newborn must think of the world,
although reliable data on the matter are nonexistent. We cannot ask the newborn
what he thinks about, but we can get information about the messages the
infant receives about the world through his senses. Since much of the work
has been concerned with the development of visual perception, those results
will be emphasized here.

Emerging Visual Processes

The visual stimulus comes from light falling on the retina of the eye.
The image is turned upside down by the lens. Because it must pass through
the liquid and nerves inside the eye, this image is blurred. Our ability to
see lines and edges is due to the action of the receptors in the retina. The
image that is projected onto the retina from an object in our visual field seems
too impoverished to provide us with the rich view of the world we experience.
The retinal image is flat, that is, it seems to contain information about only
two dimensions; yet, with no apparent effort, we see a world in depth. Also,
the objects that we see stay the same size and shape as we move around
them. But the visual image they cast on the retina may be changing erratically,
as you can see if you walk around an object like the window in Figure 7-4.
These abilities to see the world as it “really” is, rather than as it appears
in the retinal image, require the integration of multiple sources of information.

Depth perception, the ability to judge the distance of an object from the
eyes, draws on information from several sources. Some cues come from the
image itself. For example, if one object blocks our view of another, then it
is closer to the viewer than is the obscured object. This is called interposition
(see Chapter 12). Motion parallax provides cues to depth when observing
an object in motion. The speed with which nearby objects move across the
visual field is much faster than with distant objects. The difference in rate
can be used to judge relative depth. Other cues to depth come from the me-
chanical apparatus of the eye. As we look at an object, our eyes move together
so that each eye is directed toward the stimulus. This is called convergence,
and the amount of effort spent on pulling the eyes inward to view an object
can be a cue to the distance of the object from the eyes. In addition, the
lens of the eye is adjusted by ciliary muscles to bring the image of an object
into focus. This adjustment is called accommodation. Information from the
muscles involved may also tell us about the distance of the object being viewed.
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FIGURE 7-4 Four views of a window demonstrating changes in the visual form presented to
the retina from a solid object viewed from different positions.

During the first weeks of life, some of these cues are not available to
the infant. A newborn’s eyes do not converge on an object in view, but rather
they turn outward, or diverge (Wicklegren, 1967). Also, newborns do not
accommodate the lens to the distance of an object until about 2 months of
age. Only objects approximately 8 inches from the eye are seen in focus. It
is not until 4 months that accommodative responses reach a mature level
(Haynes, White, & Held, 1965).

During the second month, in addition to progress in accommodation, con-
vergence for objects at different distances improves markedly. These changes
in the visual system are accompanied by changes in the infant’s reactions
to objects at different distances. For instance, until 3 weeks of age, infants
do not show any protective eyeblink reaction to a disk that is dropped from
a height over the infant’s head to within a short distance of its face. From

3 to 14 weeks, the regularity and vigor of the eyeblink response increases
(White, 1968).
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Size Constancy—Innate or Learned?

There is an inverse relationship between the distance of an object and
the size of the image it casts on the retina. The retinal image of an object
seen from 1 foot away is twice as large as the image of the same object seen
from 2 feet away. If we had no information about the distance of an object
from the eye, the object would appear to grow and shrink as we moved past
it. However, adults do take the perceived distance of an object into account
and see'the object as remaining the same real size, despite changes in the
size of the visual image. This ability is called size constancy. The development
of size constancy may be closely related to the development of depth perception
in the infant.

The experimental evidence bearing directly on early signs of size con-
stancy is sparse. Many of the studies that have examined the infant’s response
to depth have not been able to convincingly demonstrate the presence of size
constancy. For example, in one study (Cruikshank, 1941) infants were shown
two rattles, a small one held 25 cm from the baby and a large one 3 times
its size held 75 cm from the baby. Although the visual images of the two
rattles were identical, older infants (6 months) reliably reached for the smaller
rattle. This study is often cited as a demonstration of size constancy, because
the infants were not reacting simply to the visual image. Actually the study
tells us very little about the infants’ perception of the rattles, since it is just
as likely that depth perception alone was responsible for the infants’ preference
for the smaller, but nearer, rattle.

A more convincing demonstration of size constancy and depth perception
in infants has been conducted based on the principal of stimulus generalization
(Figure 7-5). Previous studies of learning in lower animals and man have
found that, when an organism is trained to make a response in the presence
of one stimulus, there is a tendency to make the same response to other stimuli
resembling the training stimulus. The amount of responding decreases as the
similarity of the stimuli decreases. When a complex training stimulus is used,
e.g., a red circle with a black stripe down the center, an examination of the
subject’s tendency to generalize the response to different stimuli can tell us
to what aspects of the training stimulus the subject was attending. If only
the vertical stripe was noticed, then the response would be made to other
stimuli with stripes. If only the shape was attended to, we would find generaliza-
tion to other circular shapes, although they might be a different color and
without a stripe.

This same idea was employed with infants from 40 to 85 days old,
in order to determine whether they attended to the size of the retinal image,
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FIGURE 7-5 An experiment designed to study the infant's perception of depth and objective

size by independently varying retinal size, object size, and object distance. After Bower (1965).

the actual size of the object, the distance of the object from the child, or
some combination of these (Bower, 1965). The infants were first trained to
turn their heads in the presence of a small cube placed 3 feet away. In subse-
quent generalization tests, the infants showed the greatest tendency to respond
to the same cube placed 9 feet away. An intermediate amount of responding
was made to a much larger cube placed 3 feet away from the child. The
fewest responses were made to the large cube placed 9 feet away from the
child.

To see what these results mean, it is necessary to consider what cues
remained unchanged in each condition. If a cue is held constant, and if the
infant attended to that cue during training, then there should be a relatively
large amount of responding to that cue during the generalization test.

The least amount of responding was made in the presence of the large
cube placed 9 feet away. This stimulus differed from the training stimulus
in size (it was 3 times as large) and in distance (it was 3 times as far from
the child), but the image of the stimulus on the retina was the same size
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as that of the training stimulus. The relatively small amount of responding
to this stimulus indicates that the size of the visual image is not a critical
feature of the infant’s visual experience. The two remaining stimuli differed
from the training stimulus either in size (a large cube seen from 3 feet away),
or in distance (the small cube placed 9 feet away). If the infant attended
to the distance of the training cube from him, generalized responding should
occur to other stimuli at the same distance (3 feet). If he attended to the
actual size of the training cube, he should generalize to that cube at other
distances (9 feet). As early as 60 days of age, infants showed generalization
to both types of stimuli, confirming the presence of both depth perception and
size constancy in infant perception. However, the actual size of a stimulus was
a more critical factor than its distance from the child, since there was a greater
amount of generalization to the smaller training cube seen at a different
distance.

There is conflicting evidence on the course of perceptual development
in the visual system. Some studies have found that the ability to use certain
visual cues continues to improve through childhood. Size constancy, for exam-
ple, shows improvement up to the tenth year. When children between the
ages of 2 and 10 years were tested, there was a gradual decrease in the tendency
to use the size of the retinal image as the critical measure of objective size
(Zeigler & Leibowitz, 1957). As we have seen in the Bower study, there
is evidence that 60-day-old infants do not attend to the size of the retinal
image, but rather focus on the real size of the object. It is difficult to understand
why older children do not do so as well. One possibility is that the development
of visual perception is completed during infancy, but that judgmental or other
cognitive factors related to the particular task can interfere with the perfor-
mance of the older children. Such task specific factors could explain the results
of several apparently contrary findings. In one study (Smith & Smith, 1966),
children ranging in age from 5 to 12 years and adults were asked to judge
the distance of objects in a variety of tasks. When the judgments were ‘made
under normal viewing conditions, children reproduced the distances just as
well as the adults did. However, when the objects were viewed under restricted
conditions in which only some of the visual cues were available, there was
improvement with age. An age trend has also been found with children and
adults, 8 to 19 years of age, when they were asked to judge the distance
of objects shown on stereograms during very brief exposures (Leyer, 1939).
Such results may be due to changes in the subjects’ ability to attend to rapidly
presented material, since stereoscopic vision has been found to function in

children as young as 2 years old when longer exposure durations are used
(Johnson & Beck, 1941).
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MEMORY

Memory, in some sense, is present at birth. As we have seen, 3-day-old infants
are able to learn simple habits, implying that they have stored information
about past experiences. No studies dealing specifically with memory in new-
borns are presently available. The information we do have about memory comes
from studies of learning and habituation in infancy. There are major differ-
ences in the way children and adults deal with information from the senses,
and there are also some surprising similarities.

Basic Memory Model

The sequence of processes that are believed involved in memory perfor-
mance is presented in Figure 7-6. They include an afterimage of sensory trace
that survives beyond the termination of the physical stimulus, an intermediate
storage phase called short-term memory (STM), and a more permanent form
of storage phase called long-term memory (LTM). These stages comprise the
flow of information from a visual stimulus, which in Figure 7-6 is a 3 by 4
matrix of letters and numbers. To study these perceptual and memory pro-
cesses, which occur very rapidly, the stimulus array is presented in a tachisto-

Dne, A, Two, B,
C, Three, D, Four.
Five, E, SIx, F,
Dne, A, Twa, B,
C, Three, stc,

FIGURE 7-6 A model of memory processes. After Norman (1969).
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scope, a device which presents visual stimuli at very brief durations. Durations
of 50 to 500 milliseconds are commonly used.

When the visual stimulus is followed by a dim blank field, it leaves some-
thing like an afterimage, a visible trace estimated to last from 50 milliseconds
to 1 second or more. The information in the sensory trace is uncoded, that
is, it has not yet been identified in terms of its meaning. As a consequence,
one cannot judge whether a letter is named, e.g., A or B, or whether it is
a vowel or a consonant. Identification takes time (fractions of a second). The
more abstract or superordinate a concept, the longer it takes to decide whether
it applies to the input or not. It is believed that adults scan this visual trace
just as if they were examining an actual stimulus. As we scan an item in
the matrix, we establish its identity and encode it in a more permanent form
of storage, short-term memory.

Short-term memory is an intermediate form of storage. The information
in STM is forgotten in a number of seconds unless it is given further attention.
Often, the information is verbal, particularly when the input is a word, letter,
or number. However, when the input is not easily described verbally, or when
a subject knows that he will have to use the visual information again shortly,
the information in short-term memory may be visual rather than verbal. The
way to prolong the life of information in short-term memory is through re-
hearsal. Without it, most information would be forgotten within 20 seconds.

Rehearsal of verbal information is usually thought of as talking to one’s
self, while rehearsal of visual information is likened to watching a film. The
effects of rehearsal are twofold: (1) to prolong the life of the information
in STM and (2) to transfer information from STM to LTM. First, rehearsal
rejuvinates the decaying information in STM. It has been suggested that at-
tending to an item in rehearsal is similar to reintroducing the item. In addition,
each rehearsal increases the length of time the item can go unrehearsed before
being forgotten. As this time increases we speak metaphorically of an item
entering LTM. But how rehearsal has its effect on LTM is not yet understood.
If we consider memory as a billboard exposed to the extremes of weather
and the presentation of the physical stimulus and subsequent rehearsal as
a fresh coat of paint, then each presentation or rehearsal increases the thick-
ness of the paint, which, in turn, increases resistance to weathering. Just as
we can only say one word at a time, we can only rehearse one word at a
time. Because items in STM are forgotten in a few seconds if not rehearsed,
the number of items we can hold in STM is limited by how fast we can
rehearse them. If the list of items to be remembered is too long, the first
members of the list will be forgotten while later ones are being rehearsed.

In recent years, researchers have investigated the development of this
information processing system that serves human memory. Since studies of
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the sensory trace and encoding process require a good deal of cooperation
from the subject, no data exist on these topics for children younger than 5
years old.

Short-Term Memory in Children

THE VisuaL TRACE. By the age of 5, a child’s sensory trace is comparable
to that of an adult. To measure the number of items available in the visual
trace, Sheingold (1971) presented an array like that in Figure 7-7 to 5-year-
olds and adults for 100 milliseconds. Then, after a delay of from 0 to 1 seconds,
a teardrop indicator was directed to one of eight positions. The subject’s task
was to report which item had occupied that position. Using this procedure,
it is possible to estimate the number of items contained in the visual trace,
by calculating the percent of correct responses. If a subject is correct on 100%
of the trials, then we assume that 1009, of the items are available in the
visual trace. Sheingold’s results are shown in Figure 7-8. The reports were
judged to be based on the visual trace alone during the first 150 milliseconds.
Beyond that time, other factors became operative. For the first 150 milliseconds,
when children and adults are thought to use information in visual trace, the
5-year-olds were as accurate as the adults. It was estimated that both children
and adults began with 7 items available in the visual trace.

Although children have as many items available in the visual trace as
adults, 5-year-olds are not as competent in processing a complex stimulus trace.
If the stimulus is a single item, there are no differences in the speed with
which 5-year-olds and adults perceive the item. However, if the item is only

FIGURE 7-7 The stimulus array used by
Sheingold (1971). To investigate memory en-
coding, the teardrop indicator in the center is
presented after termination of the array. From
Haith (1971).
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FIGURE 7-8 The number of items identified by 5-year-olds and adults after various delay inter-
vals. From Sheingold (1971).

one of several presented in a compound array, 5-year-olds are much slower
than either 10-year-olds or adults in perceiving the presence of the item. The
difficulty is in encoding information when irrelevant information is present,
not in the encoding process itself. As a consequence, 5-year-olds show a rapid
loss of available information at the time the visual trace fades. Haith (1971)
has suggested that young children do not know what portions of the array
to attend to first. When the stimulus is a single item, or when the teardrop
indicator is presented soon enough in the case of a complex stimulus to make
the decision for the child, youngsters are as adept as adults.

ImPORTANCE OF EYE MOVEMENTS. By studying how children look at real
pictures, we can get some idea of why young children have trouble with com-
pound arrays. In Figure 7-9 is a pair of pictures that was presented to chil-
dren and adults who were to decide whether the pictures were the same or
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Age 5.3 Angwer: same

FIGURE 7-9 Examples of children’s visual scanning patterns. The points on the scan lines are
numbered in order of occurrence. The .age of the child and his answer are given below each picture.
Adapted from Vurpillot (1968).

not. The darker lines in the figure are typical scanning patterns of children.
In order to decide, rather than guess, whether the two pictures are truly identi-
cal, it is necessary to examine all the windows. However, as the scanning
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patterns indicate, younger subjects frequently make their judgment on the
basis of inadequate information. Similar immature scanning strategies may
also underlie their failure to encode much information from tachistoscopic
presentations of compound arrays.

From the Sheingold study, it appears that, after the visual trace has ended,
a young child may remember the position of only one or two items in a seven-
item array. Presumably, these items have been encoded and identified by the
child. As a result of this processing, the items are more resistant to decay
than they were in the visual trace, and they may be held as verbal labels
rather than visual images. The latter possibility, however, has not yet been
demonstrated within this type of task for children.

SHorT-TERM MEMORY CAPACITY. One very common measure of memory
ability is the immediate memory span, i.e., the greatest number of items that
can be remembered from a list of items after having seen the list once. As
shown in Table 7-1, the memory span is a function of the age of the subject
and the nature of the items to be recalled. For a time, these figures were
accepted as evidence that retention in STM increases with age. Recently how-
ever, it has been questioned whether the developmental improvement in mem-
ory span is due to increased retention or to development of acquisition processes
like encoding and rehearsal.

Belmont and Butterfield (1971) attempted to determine the role of acquisi-
tion and retention factors in a large sample of the research that has been

TABLE 7-1 Development of the Memory
Span: The Number of Words and Digits That
Can Be Recalled in an Immediate Test at

Different Agese
Age Number of Number of
(years) digits recalled words recalled
4 4 —
6 5 -
8 5 2.1
10 6 3.2
12 6 3.7
18 7 4.7

e After Munn (1965).
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done on memory development. They reasoned that a memory score is a func-
tion of the amount of information that is acquired from an event and the
amount of the acquired information that is retained over the retention interval.
Furthermore, they proposed that the effects of acquisition ought to be the
same at any retention interval, thereby implying that acquisition is over by
the time of immediate recall. Therefore, changes in the amount remembered
at different retention intervals should reflect only retention factors, with the
influence of acquisition factors being equal at all intervals. If one were to
plot these data for children and adults, a true difference in retention ability
would be reflected by a difference in the slopes of the two curves. An example
of what such a graph would look like is presented in Figure 7-10.

From their survey, Belmont and Butterfield concluded that a sizable ma-
jority of the studies had failed to find any difference in the retentive ability
of children and adults, although most studies did show poorer acquisition with
children. Therefore, the development of STM is a reflection of changes in
acquisition processes rather than retention factors. Belmont and Butterfield
suggested that the acquisition process responsible for the lower scores of chil-

Adults

Children with reténtion

Lossdue 1o poor
rentention in chijldren

Amount remembered

Children with poor
retention

| |

Immediate Délayed

Type of recall

FIGURE 7-10 The hypothetical results of a study allowing separation of acquisition and reten-
tion factors. Differences in the slope indicate retention differences only.
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dren was rehearsal and subsequent transfer strategies of items from STM
to LTM.

THE APPEARANCE OF REHEARsAL MECHANISMS. One of the major changes
occurring in the course of memory development is the appearance of spon-
taneous rehearsal. When a subject verbally rehearses items in memory, he
can often be observed to make lip movements or talk to himself. However,
this type of behavior usually does not appear until the age of seven (Flavell,
1970), the same age at which subjects report they use rehearsal to remember
items. The failure of children at younger ages to use verbal rehearsal is not
due to an inability to do so. Indeed, it is possible to induce 5-year-olds to
use verbal rehearsal in memory tasks, and, when they do, their memory scores
improve. However, when the impetus to rehearse is removed, most of the
children below the age of seven stop rehearsing. It appears that rehearsal can
be thought of as a skill learned just as the sensorimotor skills are learned
in infancy. There are two elements to acquiring the skill of rehearsal. The
first is the problem solving aspect in which the child must discover that he
is capable of influencing his own memory performance. This is accomplished
at the time of the appearance of spontaneous rehearsal at age seven. The
second aspect is the acquisition of specific rehearsal techniques and the ability
to adjust the type of rehearsal to the type of task.

The development of specialized forms of rehearsal continues beyond the
age at which spontaneous rehearsal appears. One way to study rehearsal is
to examine how the subject chooses to distribute the appearance of the items
in a list to be remembered. Pauses between items could be an indication of
rehearsal of previously presented items. In one such study, 9- and 13-year-olds
were given control over the exact time of presentation of each of six items
in a list as well as control over the delay between the last item and the test
(recall of the serial position of one of the items specified by the experimenter).
The results revealed that only the older group responded to the increasing
memory load by increasing the amount of rehearsal at later positions. As
can be seen in Figure 7-11, the 13-year-olds take increasingly longer pauses
between the items in the list. During the pauses, they repeat all exposed items
to themselves before presenting the next item. The 9-year-olds use a different
strategy, which seems designed to get through the items and on to the test
as quickly as they can before all those numbers get confused in memory.
The 9-year-olds are actually depending primarily on the brief persistence of
unrehearsed items in STM to carry them through the test, but the 13-year-olds
doggedly refuse to trust STM before turning to the test. In fact, many adult
subjects find it unnecessary to rehearse the very last items much, because
they will remain in STM if the test follows immediately. However, the 13-
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FIGURE 7-11 Average serial pause times for children 9 and 13 years of age. From Belmont

and Butterfield (1971).

year-olds do not mix techniques; therefore, they rehearse the entire list after
the last item.

Research on memory development has been of growing concern among
psychologists. Indeed, most of the research that has been presented here was
conducted in the last few years. Because the area is so nmew, many issues
have yet to be resolved. However, there are some significant facts emerging
from the recent work. Psychologists have found that an information processing
model of memory, which is composed of several interconnected stages of repre-
sentation, is a useful way of thinking about human memory. Within such
a framework, we have seen that memory development occurs in only some
of the stages. The sensory trace is mature by the age of five, and it has been
suggested that retentiveness does not increase with age when other operations
like rehearsal are ruled out (although it remains to be seen what retentiveness
in this sense means in terms of the model). However, the processes of encoding
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from complex inputs, like a matrix of symbols, and the rehearsal of the encoded
information show definite developmental improvement. Neither encoding of
complex arrays nor spontaneous rehearsal of encoded items are mature at 5
years of age. Spontaneous rehearsal appears near age seven and continues
to show refinements in style beyond that age.

CONCEPTUAL DEVELOPMENT

Concept is a psychological term referring to the apparent organization of sen-
sory input on the basis of attributes shared by sensory events. Concepts are
themselves organized into conceptual systems. Concepts of square, round, and
triangular are considered subsets of the concept shape. Similarly, red, green,
and blue are subsets of the concept color. And these concepts of shape and
color are themselves subsets of the concept appearance. The world of the human
adult is permeated with concepts. The words of his language are labels for
many of the concepts an adult uses. Other concepts may have no word to
identify them, although they may be communicated to some extent in a phrase
or sentence.

The organization of experience reflected in a conceptual system has its
effect on the way an organism deals with sensory inputs. A concept can enable
us to respond to aspects of an event that are not present in the percept itself.
For example, one of the attributes of the concept cup is its ability to contain
things. We do not have to see the open end of something we recognize as
a cup in order to appreciate this. In fact, we do not have to see a cup at all.
Obviously, an organism, which has not learned that cuplike shapes have this
property, could only react to it if the cup were present in the sensory input.
The conceptual level used by the organism in dealing with experiences can
determine its understanding of what has occurred. For example, as noted previ-
ously, preschool children generally do not have the concept of conservation,
that is, they believe that the size, weight, and quantity of physical stimuli
are changed simply by a change in the shape or arrangement of the physical
stimulus. Adults on the other hand believe that these attributes can be altered
only by addition or subtraction. As a consequence, the child interprets the
change in a row of blocks, as shown in Figure 7-12, differently than the adult.
The child, who agrees that top and bottom rows have the same number of
blocks in (a), says that there are more on top after the rows are rearranged

as in (b).
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FIGURE 7-12 A conservation of number experiment demonstrating how conceptual organization
can affect a subject’s understanding of physical stimuli. In (a) children say that each row has same
number of blocks, whereas in (b) they say that the top row has more blocks.

Critical Attributes in Concept Development

We infer the existence of a concept from an organism’s behavior. An or-
ganism that makes a common or equivalent response to a variety of sensory
events, all of which share certain attributes, is said to have the concept that
is defined by those attributes. For example, laboratory rats have learned to
select a triangular shape in preference to other shapes in order to gain access
to food. From the common response made to the triangular shape, we might
infer that these rats have the concept of triangularity. However, it would
be an error to do so.

Care must be taken in establishing just what the critical attributes are,
whether the subjects are rats or people. This example is instructive, for it
highlights one of the errors that can occur if we do not take care in isolating
the critical features of the stimulus. Indeed, the rats were responding concep-
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tually, but further investigation revealed that the critical feature of the stimulus
was not its triangularity but, rather, the shape of the lower part of the figure.
As this example shows, equivalent responding need not reflect an underlying
concept similar to that of the adult human. There are many analogous processes
producing behaviors that are identical on their surface but that are actually
due to quite different events. Very early in his life, a child shows signs of
conceptual activity similar to that found in the adult, but the conceptual struc-
tures underlying the behavior are not similar at all.

The Development of Classification

A child’s first concepts, i.e., categories of stimulus attributes that elicit
equivalent responses, are closely tied to action and appearance. An infant
develops many sensorimotor routines or schemes and applies them to different
objects around him. Rocking, shaking, throwing, dropping, sucking, and eating
are all activities the infant may use to classify an object. The infant is like a
chemist trying to identify the elements of an unknown substance. Both go
through a battery of tests and judge the novel element on the basis of the
results. The difference is that the chemist can group substances on the basis
of his results, but an infant 6 to 12 months of age shows no tendency to
assemble objects into the categories he uses.

Infants also show preferences for certain visual stimuli like human faces.
Such preferences may indicate early conceptual organization. As early as 12
months of age, an infant can separate a group of objects into two classes
on the basis of perceptual attributes (Ricciuti, 1965). In a previously mentioned
study of depth perception (Bower, 1964), infants younger than 6 months of
age were apparently classifying objects in terms of real size and distance.

During the first 12 months of infancy, there is little or no evidence of
perceptual and sensorimotor concepts in the absence of the objects to which
they apply, that is, there is no evidence that the infant can make use of
these modes of classification without real objects to apply them to. Yet, adults
can easily work with conceptual categories and relations with no support from
their physical referents. The difference is one of representation.

Symbolic Representation

We are able to represent sensory experiences to ourselves through imagery,
e.g., visual, auditory, tactile, etc., or through language. The child does not
develop these modes of representation until between 12 and 18 months of
age. At that time, several changes in the child’s behavior signal the appearance
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of symbolic representation. The first is deferred imitation. Piaget cites an inci-
dent with his daughter who observed a little boy having a temper tantrum
in his playpen. On the next day the girl began stamping her feet, shouting,
and trying to move her playpen, just as the boy had done a day earlier.
This was unusual for the girl, who, as Piaget notes, had never witnessed such
a scene before. Logically, the girl must have held some representation of the
tantrum during the interval from its termination to her imitation of it, and
was able to recall it without the presence of the original event. The second
sign of representative activity is symbolic play. Here the child pretends that
an object is something else. For example, the child treats a block of wood as
if it were a car, pushing it around and making carlike noises. The third change
is the appearance of language through which the child can express thoughts
about past and future events or about conditions contrary to fact.

The Acquisition of Symbolic Behavior

Piaget (1962) attributes the absence of these types of activities at an
earlier age to a representational deficit. It is his opinion that younger infants
are capable of sensorimotor representation only, and that activation of sen-
sorimotor representation is quite dependent on the presence of the physical
referent or a context closely associated with the referent. The development
of language and imagery in particular is linked to progress in sensorimotor
representation in the following way. The infant’s conceptual knowledge of
the world is limited to his active experience with it. Through sensorimotor
exploration in the form of grasping, sucking, rocking, tasting, looking, etc.,
the infant builds up categories of objects and actions. Having thus handled
objects for almost a year, the infant can predict certain features of objects
or actions before actually experiencing them. Because the visual-motor routines
become so familiar, they can run off by themselves. What is not clear in
Piaget’s account is how the overlearned motor habits become symbolic images.
This is a major difficulty, of course. Whatever the mechanism, there is inde-
pendent evidence that well-learned motor habits can come to be represented
as images. Mandler (1962) reported a study in which adult subjects learned
to solve a complex maze of toggle switches without being able to see the maze
itself. The training was continued for some time, even after the subjects had
mastered the maze. Some of these adult subjects, who initially solved the maze
by sequential motor habit, reported that they now had an image of the path
through the maze that guided their movements. While this study does not

provide an answer to how transfer takes place, it does demonstrate that transfer
can occur.
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Attributes and Class Formation

Even with the development of symbolic representation, the child continues
to organize his experiences into categories based on action and appearance.
For this reason, a child’s concepts share a concreteness that adult concepts
are able to transcend. In addition, the rules of classification (the formal struc-
ture of a class and its relation to other classes) are different for a child than
for an adult. These discrepancies between child and adult, in the attributes
selected when organizing objects and events into classes and in the rules that
specify how attributes can be used to form classes, are seen most clearly when
the type of classificatory activity that is presumed to underlie concept forma-
tion and organization is brought into the open. This has been possible through
the use of sorting tasks that require subjects to group words, pictures, or objects
into “‘groups that go together.”

Using a sorting task with thirty-three objects (real and toy tools, silver-
ware, a ball, a bicycle bell, etc.), Reichard, Schneider, and Rapaport (1944)
traced the changes in the attributes of classes constructed by children between
4 and 14 years of age. The subjects constructed groups of their own and defined
them in addition to groups constructed by the experimenters. At the youngest
ages, children were found who defined groups in terms of concrete attributes
of the objects, i.e., characteristics of the objects’ appearance. A pear and a
banana, for example, might be in the same class because they are both yellow.
From 6 to 9 years of age, children used both functional, i.e., a pear can be
eaten and so can a banana, and nominal-conceptual attributes, i.e., fruits.
In terms of adult conceptual categories, only the last is an adequate definition.
Banana and pear are logically related by their common feature, fruit. Color
and use are only incidental to this semantic relation between them.

The same shift with increasing age from groups based on perceptual at-
tributes to those based on functional attributes to those based on nominal-
conceptual attributes was reported by Olver and Hornsby (1966). Their results
(Figure 7-13) make it clear that, between the ages of 6 and 19, there are no
abrupt changes from one type of definition to another. In fact, at all ages there
was a preponderance of functional definitions. The greatest amount of percep-
tual grouping (30%) occurs with 6-year-olds and decreases thereafter, while
the amount of verbal-conceptual grouping increases with age.

It should be emphasized here that the type of attribute used by a child
is also affected by the nature of the task and the form of instruction he is
given. Olver and Hornsby found that, at all ages tested, pictures were grouped
on a concrete-perceptual level more often than were the words referring to
the pictured objects. Conversely, words were grouped more often on a func-
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FIGURE 7-13 Percent of groupings based on different attributes. From Olver and Hornsby (1966).

tional level than were the pictures of their referents. As for instructions, In-
helder and Piaget (1964) found that a young child (4 to 6 years of age)
will group objects differently if told to “put together whatever is alike” than
he will if told to “put together whatever goes together.” “Whatever is alike”
leads to groups based on physical similarity, whereas ‘“whatever goes together”
leads to functional groups based on shared contexts, e.g., a doll, cows, sheep,
horses, and chickens belong together because “the woman [is] bringing in
all the cows and the sheep and the horses and all the chickens.”

Choosing Attributes: Three Rules

Children use attributes differently than adults in deciding what objects
belong in a group and how that group is related to other groups. Olver and
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Hornsby describe three types of rules used at different ages in forming groups:
thematic, complexive, and superordinate.

THEMATIC GROUPING. At the youngest ages, one of the common responses
is thematic grouping. The child brings several objects together in a spontaneous,
unconventional theme. The theme may be a story if the items are common
objects, or it may be a design or pattern if the items are geometric shapes.
The 4-year-old child who grouped cows, sheep, horses, chickens, and a doll
together used a thematic rule. The doll was bringing in all the animals. In
Figure 7-14, a symmetrical pattern and the construction of several houses
are the thematic basis for a collection of geometric shapes made by a 5-year-old.
The attributes that serve in the collection are both perceptual (symmetry)
and functional (can be made into a house).

CoMPLEXIVE GROUPING. Along with thematic grouping, we find another
type of organizing principle used by young children, called complexive group-
ing. The hallmark of a complexive group is the inconsistency with which
a group is formed. The collection of shapes in Figure 7-14 has complexive
elements about it in the sense that the child used several different attributes

' A
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FIGURE 7-14 A collection of geometric shapes assembled by a 5-year-old. The collection has
elements of thematic and complexive grouping based on both perceptual and functional attributes.
After Olver and Hornsby (1966).
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to make the collection: identity of color and shape in the upper portion, overall
symmetry, and elements capable of forming a house in the lower portion.
Another example of complexive grouping taken from Inhelder and Piaget
(1964) is seen in Figure 7-15, which shows the steps in which a 3-year-old
built up the final pattern. This child began by placing a yellow triangle next
to a yellow square (color). He next placed a red triangle below the yellow
triangle (shape). Finally, he placed a red square below the yellow square
(shape, color, and symmetry). At this point the group looks very well planned,
ie, a 2 by 2 matrix based on color and form. But this apparently is not

/L

FIGURE 7-15 Four steps in the construction of a collection of geometric shapes made by a
3-year-old. After Inhelder and Piaget (1964).
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what the child has in mind, because the red square is then removed and
a blue one is put in its place (shape).

The thematic and complexive groupings reveal some of the shortcomings
(from the adult’s point of view) of a child’s conceptual system. First, the
child seems to lack any foresight for what kind of collection he is about to
form. He proceeds step by step, changing from the criteria of shape to color
to overall pattern as he moves along. A typical adult response would be to
divide the geometric forms into groups all based on either color or form, and
then to subdivide the groups thus constructed into subgroups on the basis
of the remaining attribute, with the result being a matrix based on color and
form. Second, the child’s collections are often nonexhaustive, that is, the child
fails to include in a group all the available objects that fill his definition
of the group. Thus, he may construct a group of triangles and squares and
leave several of these shapes unused in the pile from which he has been select-
ing the items. Third, the child is often inconsistent in the way he applies
a critical attribute. He may put several squares in a group along with a single
triangle, which may not be related to the other items at all or, if so, related
in a different way.

SUPERORDINATE GROUPING. Beginning around 5 years of age, according
to Inhelder and Piaget (1964), there is a decrease in complexive and thematic
sorting in favor of groups based on logical classes. This type of response is
called superordinate grouping. It differs from earlier types of groups in that
a group is composed of elements sharing one or more attributes, and all avail-
able elements possessing the critical attribute(s) are included in the group.
In addition, the subgroups are themselves used as members of superordinate
groups, which are defined by attributes common to all subgroups. Olver and
Hornsby report that 509 of their 6-year-old subjects grouped items in this
way and that the percentage increased to 1009, by 19 years of age. This change
in sorting has been attributed to the older child’s understanding of a class
as both a collection of elements and a defining attribute that these elements
share.

The three types of rules for sorting, i.e., thematic, complexive, and super-
ordinate, describe overt behaviors, but they also presumably are suggestive
of the organization of the child’s conceptual system. It is not so much that
the preschool child actually has a_ stable concept of food items, for instance,
based on the complexive rule “a banana is yellow, and a peach is red and
yellow, . . . and a potato is light flesh, and meat is brown” as this definition
from one of Olver and Hornsby’s subjects would suggest. On the contrary,
such a group and its definition are undoubtedly a spontaneous solution to
the problem posed by the experimenter, a solution that might change in a
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matter of hours or days. The child has most likely never thought of how
such a collection might be related before and may forget his answer soon
afterward. The sorting task results are suggestive of conceptual organization
of the youngest children only in so far as they provide an idea of how the
children go about organizing their experiences when they have cause to. Any
other interpretation of these results without additional supporting evidence
would be unwarranted.

Concept Development: Is It Hierarchical?

Piaget presents an example of the discrepancy that may exist between
the picture of the child’s conceptual system inferred from sorting tasks and
that inferred from other tasks. As we have said, beyond 5 years of age, a
child may construct a collection consisting of groups defined by attributes
shared by all members. These groups are exhaustive and appear to be hier-
archically organized. However, according to Piaget, the hierarchical organiza-
tion of collections made prior to 8 years of age or so is only apparent, not
real. Not until 7 or 8 years of age does the child actually understand, in
an abstract way, the relation between superordinate and subordinate classes.
A younger child’s appreciation that a class is the sum of its subclasses is
very fragile and is easily suppressed. In fact, he may only be able to use
this knowledge when aligning real objects. Anything that requires the 5- to
8-year-old to think about a set and its subsets in one operation will be difficult.

To demonstrate this difficulty with hierarchical relations, we simply need
to ask the child to compare an entire class with one of its subclasses in some
way. For example, we can show a 5-year-old an assortment of fruits consisting
of four oranges, two apples, and a pear. Generally, it is easy to get the child
to name each of the fruits and to refer to the entire collection as fruit. Further-
more, the child responds correctly to the instruction “Show me all
the . . . (e.g., fruits),” and can count the number in each group (although
such counting may be based on a simple routine rather than on an understand-
ing of quantity). Up to this point, the 5-year-old appears to have a good
grasp of what is going on. But simply ask him if there are more bananas
or more fruit and the difficulty is revealed. He will answer that there are
more bananas. What the child is doing is comparing the 4 bananas with the
fruits that are not bananas, the two apples and one pear, and concludes that
four is greater than three. Predictably, the same child will answer that there
are more fruit if asked to compare all the fruit with the apples, because the
two apples are less than the five other pieces of fruit. Although the child
can think simultaneously about classes at the same level of organization, he
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must break up a superordinate group in order to consider a subgroup; therefore,
he cannot reason about both in a single problem. To resolve the difficulty,
the child interprets the question as a request to compare the named subset
of fruits with the unnamed complementary subset.

Based on the developmental characteristics of classification revealed in
the sorting tasks just discussed, we can make some predictions about the nature
of concepts children of different ages use. In terms of attributes defining a
concept, young children are strongly influenced by perceptual appearance and
sensorimotor aspects of objects and activities. Color, shapes, sounds of objects,
and typical actions or contexts in which an object is found are features that
can bind an object to another in thought. Furthermore, the rules of organization
are sublogical. A concept is not determined by a feature or features common
to all members, but is defined in a complexive way so that one item may
be included because of its color and another because it is commonly found
near other members of the concept.

Concepts and the Appearance of Language

A child’s first words, which are labels for some of his concepts, offer
ample evidence of these characteristics. One child used the word ‘“qua-qua”
to refer to both ducks and water, a complexive rule combining both physical
similarity between different ducks and between different instances of water,
and shared context between ducks and water, which are usually found together.
The word “afta” was used to mean drinking glass, pane of glass, window,
as well as what was drunk from the glass (Werner, 1948). There is no simple,
straightforward way to determine the basis on which the child assembled these
disparate items under one name. However, physical similarity between drink-
ing glass and pane of glass, and shared context between drinking glass and
its contents, on the one hand, and between window and pane of glass, on
the other hand, are possibilities. The strongest evidence for the use of percep-
tual-functional attributes and thematic-complexive organization in a young
child’s verbal concepts is not the accuracy of an individual interpretation of
the meaning of the child’s words. It is indeed difficult to establish a single
interpretation. The strength of the argument comes instead from the fact that
of all the reasonable interpretations of a word’s meaning, so many of them
are of a sublogical nature. For example, Piaget’s daughter first used the
onomatopoeic sound “tch-tch” to indicate a passing train seen from her win-
dow. Later, she used the sound for any moving thing (cars, carriages, people)
seen from another window, then any noise from the street, and finally for
Piaget himself when he played peek-a-boo with her (appearing and disap-
pearing like the train) (Piaget, 1962, p. 216).
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The Appearance of Logic

As a child’s conceptual system develops and becomes more stable, there
is an increased use of logical concepts as mediators of sensory input. The
child is interpreting the information present in the input in terms of the con-
cepts with which he is familiar. Also, when the particular instance of a concept
does not quite match anything in the child’s stored information, he can adapt
the stored information to fit the new facts. These processes of assimilating
sensory information in terms of the child’s organization and accommodating
that organization to account for new data are very general and probably play
a role in the functioning of all organisms (Piaget, 1952). We shall examine
just two studies in which the organization that a subject imposes on his
experience influences the ease with which he can learn the solution to a
problem, or the ease with which he can learn the solution to a new but related
problem.

Sometime between the ages of 5 and 8 years, children learn the principle
of transitivity. If a transitive relation exists between elements A and B and
elements B and C, it follows necessarily that the same relation holds between
the elements A and C. For example, if A is longer than B, and B is longer
than C, then it follows that A is longer than C. Youniss and Furth (1965)
have studied the influence of transitive relations on problem-solving with kin-
dergarten, first grade, and third grade children. The task was to learn which
of three balls would push one another off an inclined plane. In the experiment
the balls were the same size but different colors. For some of the subjects,
the relationship between the balls was transitive, i.e., one ball (A) could push
both the others (B and C) off the incline, a second ball (B) could push one
(C) but not the other (A) off, and the third ball (C) could push no ball
off the incline. For the rest of the subjects, the relationship between the balls
was intransitive, with the relation between A and C being reversed so that
C pushed A off the incline.

Force, like length, conforms to a transitive principle, and an adult would
expect such a relation to hold in this study as well. Seeing that A could move
B, and B move C, an adult would expect that A also would move C. Therefore,
it should be easier for someone who understands and uses the principle of
transitivity to solve the transitive task than to solve the intransitive one.

The results were that the older subjects (first and third graders), who
were expected to have a grasp of transitivity, did, in fact, learn the transitive
problem faster than the intransitive problem. However, this type of relation
had no effect on problem difficulty for the kindergarten subjects, presumably
because they either did not or could not use intuitions about transitivity in
reaching the solution. The Youniss and Furth task is simple and the results
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are clear. In processing sensory information, the way in which the information

is organized depends in part on the organization of the subjects’ conceptual
system.

SUMMARY

We have seen some of the general developmental changes that characterize
the growth of the child. In order to form a concept, for example, it is necessary
to perceive and abstract attributes of a stimulus and to notice some equivalence
between various sensory events. In the infant, the common attributes are as-
pects of physical appearance and action or function. Although it was not men-
tioned, it should be clear that many of the concepts a child will acquire in
the course of development will be shaped by adults around him and may
be found only in the culture in which he lives. The attributes that define
these concepts may not be so apparent or accessible to the child as the attributes
he uses to form his first concepts. Some degree of perceptual learning, i.e.,
learning to attend to critical attributes of a stimulus not immediately apparent,
will be a prerequisite for the acquisition of these concepts. Language and
vocabulary growth are a primary factor in the development of cultural con-
cepts. A child’s first attempts at verbal reference (using words) may be formed
around diffuse concepts, which an adult would not ordinarily use. Presumably,
as a child begins to use words that sound approximately like those of his
language, his elders begin to guide him in the proper referential use and,
in so doing, teach him which attributes are critical to the definition of particu-
lar words. As a child learns to look for those conventional attributes, his con-
ceptual system becomes culturally standardized. This is reflected in the age-
related changes in the sorting tasks from idiosyncratic to superordinate

groupings.
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Statistical
Concepts In
Psychological
Research

THE PROBLEM

In 1927, Zeigarnik, a student of the eminent social theorist Kurt Lewin, tested
an idea predicated on Lewin’s concept of “valences,” that is, positive and negative
forces in an individual’s cognitive life space. She suggested that a task begun by
an individual but left incompleted would generate a negative ‘“valence,” creating
psychological tension relative to that task and consequently elevating its level
of availability in memory. To test her notions she set up twenty elementary
tasks and instructed her subjects to complete these within certain time limits.
For each subject, she selected ten tasks for which the subject was given enough
time to complete and ten that were interrupted before completion. After this
part of the experiment, the subjects were asked to recall the various tasks they
had attempted. Ziegarnik expected that the incomplete tasks would be selected
out for retention. She then calculated the I/C ratio, where I is the number
of incompleted tasks recalled by the subject and C is the number of completed
tasks recalled. Since the average I/C score for her subjects was numerically
greater than one, she concluded that the tension theory had been confirmed
because the ratio of number of incompleted tasks to completed tasks recalled
exceeded one. Consider the data for two hypothetical subjects in this experi-
ment. Subject A recalled two I tasks and four C tasks, with //C = 0.5. Subject

A
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B recalled four 7 tasks and two C tasks with I/C = 2.0. The average I/C ratio
is then (2 + 1/2)2 = 1.25 which is greater than one.

Subject i c 1c
A 2 q 05
B 4 2 2.0
Average 125

Consider this same experiment from the point of view of a modern rein-
forcement theorist. He would assert that completion of a task would be a
positive reinforcing event; therefore, the completed task would be more likely
to be recalled than a nonreinforcing incompleted task. Consequently he would
assert that the proper measure for the results would be the C/I ratio rather
than the 7/C ratio. If the average C/I ratio for a group of subjects proved
to be greater than one, then this reinforcement theory would be confirmed.
Suppose he uses this new measure on the same data from our two hypothetical
subjects. For Subject A, C/I = 4/2 = 2; for Subject B, C/I = 0.5. The average
C/I ratio is then (2.0 + 0.5) /2 = 1.25.

Siibject 1 c c/l
A 2 4 20
B a4 2 a5
Average 1.25

Thus, using the very same data, he has proved the opposite theory.

How can a simple change in the way the same data is analyzed cause
it simultaneously to support two opposite theories at once? The error in this
case arises from the erroneous measures //C and C/I. The proper measure
to use is a difference score, I — C. If this is positive, the result favors Zeigarnik;
if negative, the reinforcement theorist. By this measure, neither theory receives
support from our hypothetical subjects.

Subject I Cc I—¢C
A 2 4 =2
B 4 Z +2

Average 0
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In reality, when Zeigarnik’s data were analyzed using the proper measure
I — C, rather than the improper measure I/C, the effect was still shown to
exist. Nevertheless, it should be clear from this example that the selection
of the proper measure and appropriate statistical treatment plays a most impor-
tant role in interpreting the results of our experiments. Statistical methods
are vital tools for psychologists, but these tools must be used skillfully.

BEYOND COMMON SENSE

How does the psychologist advance our understanding of the nature of man?
He must have ideas, theories, and educated guesses to guide his investigations,
but so must the artist, the author, and the philosopher. What distinguishes
the psychologist from these other investigators of man’s thought and action
are the criteria he maintains for determining what is fact.

For many years, psychological inquiry was an armchair enterprise, with
common sense dictating belief. But in the last hundred years, psychologists
have moved out of their armchairs and into the world, or they have brought
the world into their laboratories by observing carefully controlled experiments.
Hopefully, our understanding of ourselves can advance beyond the level of
common sense by developing theories in the light of observed fact; however,
this is not easily done.

A fact should be objective. How then can man’s view of himself be objec-
tive? Other sciences have developed an objective viewpoint by creating a system
of measurement. Indeed, the sciences of physics, astronomy, and chemistry
could never have developed to their current high level of knowledge without
developing extensive measuring systems. However, for the psychologist, mea-
surement is an art. Physical dimensions, e.g., distance, time, weight, seem
naturally suited for measurement, but what are the dimensions of the mind?
Or should we ask what constitutes .an act of behavior? These fundamental
questions are still matters of controversy. Consequently, measurement in psy-
chology can hardly be considered systematical. Each area and subarea have
developed their own measurements with new ones continually arising. But,
in general, it is widely accepted that, in order to get beyond a common sense
description of man’s behavior, we must be able to define meaningful and objec-
tive measurements. Therefore, we must critically evaluate the numbers that
psychologists collect in their research.
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THREE AREAS OF MEASUREMENT

The descriptive measurements made by psychologists vary widely, and the
types of statistical analyses applied to them depend upon the type of measure-
ment. We will consider three different levels of behavioral studies and their
associated statistical considerations. These three areas have been chosen because
the measurements and statistical methods are representative of the problems
encountered in most psychological research.

Group Differences

The first of these is the interview study of the characteristics and differ-
ences of large groups. This kind of study is exemplified by the well-known
Gallup political opinion polls, the Neilson television preference surveys, and
numerous consumer surveys. The measurements taken in these studies are
simple countings of responses such as “yes” and “no,” “Democrat” and “Repub-
lican,” or in some instances quasi numerical responses such as ‘“never,” “occa-
sionally,” and “often.” The results of such surveys are used to predict the
successful candidate, guide the development of products, or assess the current
practices and beliefs of different groups. They can also be misused to promote
self-serving ideas; therefore, they require critical evaluation.

Individual Differences

A second level of psychological measurement is in the applied area of
individual differences. These may be differences in personality as measured
by the Minnesota Multiphasic Personality Inventory (MMPI), a paper and
pencil inventory which is taken to reflect pathology, or the well-known
Rorschach Inkblot Test, a projective test of personality.

Tests such as the Scholastic Aptitude Test or the Stanford-Binet Intelli-
gence Test may also measure differences in ability. These tests examine the
individual’s behavior in a microcosm of the world of activity to which the tests
are intended to apply. Intelligence tests pose a series of intellectual problems
that require cleverness to solve. The problems are usually contentless, like the
puzzle games sold in novelty stores. Their solution depends not so much on
learned skills and abilities as they do on pure cleverness and problem-solving
ability. The results from these tests are numerical scores, which are used to
compare the individual’s skills or traits to those of others.
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These comparisons are used to determine a future course of action such as
selecting a type of therapy or determining psychological fitness for some job,
position, or training level. For example, the Graduate Record Exam is used to
help determine the fitness of a candidate for graduate school; and an intelli-
gence test is used to group students by ability.

Individual Processes

The third level of behavioral study concerns psychological processes within
individuals. Studies of these processes comprise most of what is called experi-
mental psychology. These involve the study of processes that are assumed
to be characteristic of all individuals, e.g., attending, perceiving, learning, re-
membering. The primary method used is controlled experimentation. The
method at this level of behavioral observation differs from the two previously
described in that the scientist is no longer a passive observer, but acts to
manipulate behavior before observing the results.

The experimenter may ask a person to learn a list of words and then
see what type of intervening activity will interfere with his recall of the list.
He may stimulate the eye of a cat and note the activity in a nerve in some
part of the eye or brain. He may ask h<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>